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Figure 1: Complex multiphysics simulations of different materials interacting with each other. Top: (Left) Honey is poured onto a stretched,
elastic fabric [LLH∗24]. (Right) A snowball fractures into clumps after impact with an obstacle [YLL∗24]. Bottom: (Left) Two creatures run
from a flood wave through highly viscous mud, breaking through a wall of rigid bodies [GPB∗19]. (Right) Drifting around a corner, a rigid
car with deformable tires as well as suspension and steering modeled by motors and joints is simulated with frictional contact [FFLW∗23].

Abstract
Physics simulation is a cornerstone of many computer graphics applications, ranging from video games and virtual reality
to visual effects and computational design. The number of techniques for physically-based modeling and animation has thus
skyrocketed over the past few decades, facilitating the simulation of a wide variety of materials and physical phenomena.
This report captures the state-of-the-art of multiphysics simulation for computer graphics applications. Although a lot of work
has focused on simulating individual phenomena, here we put an emphasis on methods developed by the computer graphics
community for simulating various physical phenomena and materials, as well as the interactions between them. These include
combinations of discretization schemes, mathematical modeling frameworks, and coupling techniques. For the most commonly
used methods we provide an overview of the state-of-the-art and deliver valuable insights into the various approaches. A
selection of software frameworks that offer out-of-the-box multiphysics modeling capabilities is also presented. Finally, we
touch on emerging trends in physics-based animation that affect multiphysics simulation, including machine learning-based
methods which have become increasingly popular in recent years.
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1. Introduction

Physics-based simulation is a key component of numerous appli-
cations across several domains. For instance, robotics simulation
predicts real-world behavior for precise planning and navigation.
Structural analysis allows mechanical engineers to make informed
decisions about the designs of buildings and other large structures.
Likewise, manufacturing and fabrication benefits from simulation-
driven computational design tools. In the field of computer graph-
ics, simulation has unlocked the creativity of artists, animators,
video game designers, and more by enabling them to create special
effects and animations that are grounded in the fundamental laws
of the natural world. Physics simulation also powers modern vir-
tual reality (VR) training simulators, e.g., for medical applications
or heavy machinery operation.

In this work, we take a close look at the diversity of physics sim-
ulation techniques that have been developed by the graphics com-
munity in recent years. In particular, we emphasize work in the
multiphysics setting that involves the simultaneous simulation of
several interacting physical phenomena, ranging from rigid to de-
formable bodies, fluids and granular materials, such as the simula-
tions shown in Figure 1. Although a large portfolio of multiphysics
work is tailored to engineering use cases including interaction and
control of mechanical, electrical and hydraulic subsystems, we fo-
cus mainly on those models found in the computer graphics lit-
erature. Work in the field can be classified into two fundamental
modeling approaches – unified models (cf. Table 1) and coupling
techniques (cf. Table 2).

Unified models typically treat multiphysics systems in a unified
manner with a single discretization of the medium across different
material types, and through use of a monolithic mathematical for-
mulation for their mechanical description. This oftentimes comes
with reduced overall system complexity and ease of implementa-
tion. Furthermore, a monolithic mathematical framework facilitates
strong coupling of the different material domains and physical phe-
nomena, which can give this family of multiphysics models an edge
in stability. However, the unified approach does not permit the use
of the most suitable, best-in-class methods for modeling the indi-
vidual materials and phenomena of interest. Depending on the spe-
cific application requirements – be it accuracy, stability, or perfor-
mance – this can create challenges for a unified model, as it may not
be able to satisfy the requirements for all material types and phe-
nomena in interaction. Examples of such unified model limitations
are artificial viscosity and adhesion at solid material interfaces, or
the inability to accurately capture the mixing of different materials
such as fluids and granular materials [TLZ∗24].

Coupling techniques, on the other hand, take a modular design
perspective and thus permit the use of different, specialized sim-
ulation methods for different types of materials and physical phe-
nomena, combining and complementing the features and charac-
teristics of individual models and discretizations as required. This
opens the door for choosing the most appropriate model or dis-
cretization given the physical nature of the modeled material or
phenomenon, or the application area’s priorities, such as speed or
accuracy or a balance of both. As an example, consider mesh-free,
Lagrangian material descriptions which are beneficial for tracking
materials that exhibit large deformations, whereas Eulerian repre-

sentations are well-suited for the calculation of spatial derivatives
and for enforcing global constraints on the material such as incom-
pressible flows. A modular design perspective provides not only
the means to fill in missing features or replace sub-optimal behav-
iors within unified models, but also the ability to couple special-
ized, best-in-class models for physics simulations. However, these
benefits can come with several challenges, such as additional com-
putational costs for boundary tracking and handling, or the inabil-
ity to create strong material coupling between different simulation
models in more modular approaches, which can pose challenges
for overall stability and performance. Monolithic formulations in
comparison are commonly able to achieve strong coupling behav-
ior. Furthermore, the scalability of specialized coupling techniques
is questionable when pushed to the extreme due to the risk of com-
binatorial explosion, as with every additional model that is added to
a set of coupled models the number of the additional required cou-
pling techniques increases exponentially. Since this field is quite
vast, we highlight only a representative selection of key techniques.

In summary, this report introduces established unified multi-
physics models and coupling techniques that have emerged over the
last decades, and explores their foundations and individual charac-
teristics. We group the presented models into four main categories
based on the general modeling approaches that they employ.

• Section 2 presents Lagrangian methods using mesh-free point-
based discretizations.

• Section 3 discusses Eulerian and hybrid simulation methods in-
volving grid-based discretizations.

• Section 4 presents energy-based models in which materials
and physical phenomena are modeled using scalar energy po-
tentials, permitting formulations as unconstrained optimization
problems.

• Section 5 introduces constraint-based multiphysics models that
use the concept of constraints as the fundamental building block
for physically-based animation.

The distinction between energy-based and constraint-based
methods is not always clear cut. For example, constraint-based
methods may also rely on strain energies to model deformables
while energy-based formulations may account for (soft) constraints
using penalty energies. To categorize the literature in this report,
broadly speaking, we consider a model to be energy-based if
its formulation permits application in unconstrained optimization
which covers common models of strain energies, barrier potentials,
penalty functions and so on. More general, Section 4 also presents
methods that minimize an incremental potential, such as Projective
Dynamics. Simulation methods that directly support hard equal-
ity or inequality constraints, such as Position Based Dynamics,
Nonsmooth Multidomain Dynamics and other, more specialized
approaches, are considered in Section 5, respectively. More com-
plex multiphysics simulators, however, may use concepts from both
fields such as formulating an energy-based objective and combin-
ing it with hard constraints (such as incompressibility).

In Section 6, we will discuss a selection of multiphysics frame-
works which employ both unified models and coupling techniques
and expose the combined simulation capabilities in a single conve-
nient platform. Section 7 presents emerging trends in physics-based
simulation before we conclude in Section 8.
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There are fundamental differences in the presented approaches,
but also strong similarities as we will see in the remainder of this
report. After providing an overview of the mathematical framework
for each simulation model in their respective sections, we will show
how different materials and physical phenomena can be represented
within these frameworks and present techniques for coupling them
with other models. An overview of the presented simulation models
can be found in Table 1, and the coupling techniques covered in this
report are shown in Table 2.

2. Lagrangian Point-Based Methods

In this section we will look in more detail at current approaches
using a point-based discretization of physical objects and phenom-
ena. Specifically, we will go into detail about how to solve problems
defined in the continuum on a set of points.

In general, an unordered set of points is a versatile representa-
tion for a large variety of physical objects. Particularly volumetric
objects with changing topology, such as fluids and granular mate-
rials, are well suited to be represented in this way, due to their lack
of inherent fixed structure. The representation as points can also
be very efficient in terms of computational efficiency and memory
usage, since only regions of interest will be discretized. This can
be further improved by using spatial adaptivity, similar to grid- or
mesh-based methods. Objects where topological changes are less
desirable, such as rigid bodies and deformable solids, can be rep-
resented by simply “locking” specific particle arrangements. For
most particle-based methods, this does not require special handling
and fits directly into the respective paradigm. More challenging
are co-dimensional structures, such as shells, thin sheets, chains,
or rods, which require special treatment in particle-based meth-
ods. The difficulty stems from the fact, that the unordered particles
do not natively carry any information about co-dimensionality and
therefore have to be explicitly classified and transitioned.

For the case of fixed topology, the Finite Element Method (FEM)
is also a popular choice in graphics, which differentiates itself
from point-based methods by using a mesh. While FEM is partic-
ularly useful for the Lagrangian simulation of deformable solids, it
typically needs to be explicitly coupled to other physical effects
through non-unified interaction terms. In contrast, purely point-
based methods more easily permit a unified discretization of multi-
ple physical effects. In our case of multiphysical simulation, FEM
has become frequently used for the discretization of energy-based
systems, which are outlined in more detail in Section 4.2.

With respect to Lagrangian point-based methods, we will first in-
troduce the approach of Smoothed Particle Hydrodynamics (SPH)
in Section 2.1. Although SPH was initially proposed for astro-
physics [Luc77, GM77] and is now mainly used for fluid dynam-
ics, recent work has shown its remarkable ability for coupling of
many different materials and physical effects (see Figure 2). In
the following subsections, we will discuss how multi-material and
multiphysics effects are typically incorporated into this formula-
tion. In Section 2.2, we will briefly discuss the conceptual rela-
tionship to other purely particle-based methods, such as Moving
Least Squares (MLS) [LS81] and the Reproducing Kernel Particle
Method (RKPM) [LJZ95], both of which have also shown versatil-
ity in modeling multiphysics phenomena.

The Discrete Element Method (DEM) and the Moving Par-
ticle Semi-implicit Method (MPS) are also notable point-based
methods. DEM is typically used for simulating granular materi-
als, soil-structure interactions and fracturing materials in graph-
ics [BYM05, WFM21, LCLH25]. For these applications, it gen-
erally exhibits better accuracy than continuum-based models and
discretizations. MPS is closely related to SPH and can be used
for fluid simulations, overwhelmingly in engineering disciplines
[Gam15, XJ21, CCG∗23].

2.1. Smoothed Particle Hydrodynamics

The Smoothed Particle Hydrodynamics (SPH) method approxi-
mates a continuous spatial integral using unordered and uncon-
nected point clouds with associated physical quantities such as
mass m and rest density ρ0. The core of SPH lies in computing
material interactions of these finite points, using a (compactly-
supported) kernel function W . The kernel function in itself is an
approximation of the δ-distribution identity. In the continuum, this
can be written as

f (x) =
∫

f (y)δ(x−y)dy ≈
∫

f (y)W (x−y;h)dy . (1)

In SPH, this continuous integral is approximated using a finite num-
ber of discrete points x j within the support radius h in order to
compute arbitrary field quantity f (x) as

f (x)≈ ∑
j

V j f (x j)W (x−x j;h) . (2)

This summation approximates the volume integral by assuming that
each point has an associated finite volume V j in which the function
value f (x j) remains constant. In order to satisfy this approxima-
tion, the SPH kernel W has to fulfill certain conditions. The cubic-
spline kernel is one of the most common choices, fulfilling all nec-
essary conditions. For the full specification of conditions and alter-
nate kernel choices, the reader is referred to the survey by Koschier
et al. [KBST22]. Using the kernel W , derivatives can be computed
by simply using

∇ f (x)≈ ∑
j

V j f (x j)∇W (x−x j;h) , (3)

in which the derivative operator is applied only to the kernel func-
tion. Over the years, multiple variations of computing derivatives
using the SPH kernel have been proposed, each with their own
properties and implications [KBST19]. It is also common practice
that different kernels W are used for gradient computation than for
general function approximation. In addition, it has become com-
mon to evaluate second derivatives without explicitly taking the
second derivative of the kernel function [IOS∗14], but instead using

∇2 f (x)≈ 2∑
j

V j
(

f (x)− f (x j)
) (x−x j) ·∇W (x−x j;h)

||x−x j||2 +0.01h2 . (4)

The reason for this is that the kernel changes sign within its support
radius and therefore the computation is prone to noise in the particle
distribution [Pri12].

For more details, including details on implementation, the reader
is referred to recent state of the art reports [KBST22, IOS∗14,
LL10].
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Figure 2: Left: SPH simulation of an elastic bunny which is coupled with a fluid, a highly viscous material and a rotating washing machine
drum [WJB23]. Middle: An SPH fluid interacts with a duck and a ball [LBJB23]. Right: A fluid and a highly viscous material are interacting
with chains of rigid bodies [GPB∗19].

2.1.1. Fluid Dynamics

As described in the last section, SPH was proposed as a general
function approximation framework. However, as the name implies,
Smoothed Particle Hydrodynamics mainly started out as a method
for the simulation of incompressible fluids, commonly described
by the incompressible Navier-Stokes equations

ρ
Dv
Dt

=−∇p+µ∇2v+ f, Dρ

Dt
=−ρ(∇·v) = 0 , (5)

where ρ, v, p, µ and f denote density, velocity, pressure, dynamic
viscosity and external forces, respectively. The first equation de-
scribes conservation of momentum, while the second describes
conservation of mass. Both of these have to be fulfilled for any con-
tinuous physical medium, while the specific form in Equation (5)
describes the dynamic motion of incompressible fluids.

Pressure Arguably the most important step in solving this equa-
tion is computing the pressure force density −∇p, which en-
sures constant density within incompressible fluids. Mathemati-
cally speaking, it acts as a Lagrange multiplier enforcing the in-
compressibility constraint of the fluid. It can also be interpreted as
a kind of “contact” or “collision” resolution for point-based meth-
ods, as it prevents particles from “intersecting” each other.

Early approaches, such as weakly compressible SPH (WCSPH)
[BT07], used an equation of state (EOS): an analytical expression
to explicitly relate density to pressure. This however required the
use of a stiffness constant, which when combined with explicit time
integration, could easily result in compression artifacts for low stiff-
nesses or instabilities for large stiffnesses. To mitigate this, implicit
methods were proposed, which enforce constant density by solving
the pressure Poisson equation (PPE)

∆t∇2 p =
Dρ

Dt
(6)

in various ways. Solenthaler and Pajarola [SP09] introduced a
predictive-corrective incompressible SPH (PCISPH) approach for
reducing density deviations. This method showed significant im-
provement over explicit pressure solvers. Bodin et al. [BLS12] in-
troduced a constant density constraint for modeling incompressible
fluids in a constraint-based simulation framework (cf. Section 5.2),
subsequently adopted by Macklin and Müller [MM13] for use in
a position-based fluid (PBF) solver (cf. Section 5.1). Later, Weiler

et al. [WKB16] solved the same constraint using Projective Dy-
namics (see Section 4.4). Ihmsen et al. [ICS∗14] proposed implicit
incompressible SPH (IISPH) to directly solve the PPE by comput-
ing the Laplace operator on the left hand side of Equation (6) using
two SPH derivatives – the first one to compute the pressure gradient
∇p, and the second one to determine the divergence of this gradient
∇· (∇p) =∇2 p. Bender and Koschier [BK17] and later Cornelis
et al. [CBG∗19] proposed to solve a second PPE ∆t∇2 p = ρ∇· v
to enforce a constant density and a divergence-free velocity field.
The former is commonly referred to as divergence-free SPH (DF-
SPH). Enforcing both improves the stability of the simulation and
the performance since it reduces the iteration count of the pressure
solver.

All aforementioned pressure solvers are equivalent except for
small differences [KBST22]. While PCISPH uses a prototype parti-
cle to avoid a division by zero when computing the diagonal matrix
entries, later works avoid this due to stability issues. PBF updates
the particle positions and therefore the matrix in each iteration step
of the solver. However, IISPH and DFSPH solve the PPE on the ve-
locity level to avoid the expensive matrix updates. Finally, in con-
trast to the other solvers, DFSPH also enforces a divergence-free
velocity field to improve the stability and performance.

For more details on SPH-based pressure solvers, we refer the
reader to the surveys of Ihmsen et al. [IOS∗14] and Koschier et
al. [KBST19, KBST22].

Viscosity The Laplacian of the velocity field in Equation (5) de-
notes the viscosity forces. These are traditionally decoupled from
the pressure solvers by operator-splitting and computed in isola-
tion. Some approaches simply “smooth” the velocity field to simu-
late viscous behavior, for example using artificial viscosity [BT07]
or XSPH [SB12a]. Others approximate the viscous stress tensor by
either taking two first-order SPH derivatives [TDF∗15] or a combi-
nation of an SPH derivative with finite differences [Pri12].

While low viscosity fluids can be simulated using explicit time
integration, implicit methods have been investigated in recent years
to simulate highly viscous fluids. Some of these methods use
the strain rate tensor for an implicit formulation [TDF∗15, PT17,
BGAO17]. However, Weiler et al. [WKBB18] showed that this
leads to visual artifacts at the surface due to a particle deficiency
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problem. Therefore, they propose an implicit method which di-
rectly determines the Laplacian of the velocity field.

These implicit solvers are weakly coupled with the pressure
solver and enable the simulation of highly viscous Newtonian flu-
ids. Liu et al. [LHWW22] introduced a method based on the idea
of the SIMPLE algorithm to implement a strong coupling of pres-
sure and viscosity solver. The simulation of non-Newtonian viscous
material behavior was demonstrated by Zhang et al. [ZLX∗24].

Multi-Phase, Mixtures and Porous Flow After determining how
to compute the main terms in Equation (5), it becomes interesting
how to couple multiple fluids either in a multi-phase simulation, or
through mixture models. The most widely-used method of stably
coupling multiple fluids in SPH, even with relatively large density
ratios, was proposed by Solenthaler and Pajarola [SP08]. In this
method, different fluid materials, i.e., phases, are represented as
their own distinct set of particles. An alternative approach for multi-
phase simulations uses only a single set of particles and represents
individual phases by volume fractions of these particles [RLY∗14,
YCR∗15, YJL∗16, RXL21, RHLC22, YR23, XWW∗23]. This ap-
proach can model effects such as mixing, diffusion and dissolu-
tion very well. However, conservation of mass and and momentum
across all mixture components becomes more challenging, as does
reconstruction of individual phase boundaries.

Porous flow is a type of interaction within a mixture of differ-
ent materials, which describes the flow of a fluid through another
porous medium and is governed by Darcy’s law. Early approaches
relied on shrinking and growing particles [LAD08,LD09,PC13] as
they enter and exit porous material. Movement within the porous
body is tracked using a saturation term, which can also affect ma-
terial properties. Another approach for porous flow is adopted by
Yan et al. [YJL∗16], in which porous flow is computed using their
multi-phase fluid framework. This avoids changing particle sizes by
adjusting per-particle volume fractions of each phase. This is ben-
eficial, as changing particle size and mass can result in instabilities
due to large mass ratios. Newer works propose an alternate way to
compute porous flow with SPH particles. The fluid particles enter
and overlap the porous body, but become decoupled from the pres-
sure solver [RXL21]. Instead, their motion is entirely governed by
Darcy’s law when overlapping solid particles. A similar approach
is also adopted by Wang et al. [WFM21] for simulating wet sand,
where the sand is simulated using the Discrete Element Method
(DEM).

Further Fluid Phenomena There are a variety of further fluid-
based effects that can be captured using SPH, which are typically
modeled by an additional interaction force in Equation (5). One
such effect, which has garnered increased interest in recent years,
is fluid turbulence. SPH fluid simulations can suffer from numerical
diffusion which leads to a loss in turbulent details. Therefore, dif-
ferent methods were proposed to maintain these details, generally
by reducing the amount of kinetic energy lost through dissipation.
Bender et al. [BKKW19] introduced rotational degrees of freedom
to the SPH particles. Using the equation for conservation of an-
gular momentum and an additional momentum exchange term, it
was possible to obtain better conservation of energy and turbu-
lent details. This was further improved by using vorticity refine-

ment [LWB∗21], which uses a stream function to relate vorticity
to velocity, instead of a momentum-exchange term. An advantage
of this approach is, that it allows for better control of turbulence
and even allows for amplification of vortices. Finally, where Liu et
al. [LWB∗21] used the stream function to avoid explicit computa-
tion of the Biot-Savart integral, Ye et al. [YWX∗24] proposed an ef-
ficient computation of this integral using the Monte Carlo method.

Surface tension is another phenomenon that is important for re-
alistic fluid simulations. It is caused by pressure differences at fluid
interfaces, which is formalized by the Young-Laplace equation, re-
lating the force to the local curvature of the interface and the sur-
face normal. Initial attempts at computing surface tension explic-
itly, by means of the continuum-surface force (CSF) [MCG03],
have found the surface particle deficiency to result in unstable and
erroneous forces. Using a cohesion-force-based approach instead
exhibited more stability [BT07]. This has been further improved
on by using a combination of cohesion forces and approximate
curvature forces with custom kernel functions [AAT13]. Further-
more, there were attempts to introduce an energy for minimizing
the surface area of the fluid [HWZ∗15]. It was found by Yang et
al. [YML∗17] that increasing the support radius of the SPH ker-
nel and a pair-wise force formulation increases the stability and
accuracy of interface-dominated phenomena, such as surface ten-
sion and adhesion. However, this comes at the cost of significantly
increased computational effort. Zorilla et al. [ZRS∗20] presented
an accurate computation of surface curvature using Monte Carlo
integration. Wang et al. [WDK∗21] used the SPH discretization
method to introduce a method for the simulation of thin films. To
do this, they simulate a height field on bubbles consisting of a sin-
gle layer of SPH particles. Local surface reconstruction was also
used to more accurately compute surface normals and coupled with
a position-based fluid approach [XRW∗22]. Jeske et al. [JWL∗23]
instead proposed an implicitly integrated model based purely on
cohesion forces, in order to simulate very large surface tension co-
efficients. Finally, Wang et al. [WJL∗20] pursued an MLS-based
co-dimensional approach, where thin-films and filaments of fluids
are treated individually. This allows them to achieve greater accu-
racy on surface-driven phenomena, such as surface tension.

Finally, solutions have been proposed to use SPH, partially in
combination with other methods, to solve the shallow water equa-
tions (SWE). Solenthaler et al. [SBC∗11] discretize 2D shallow
water equations on particles instead of uniform grid cells, offer-
ing benefits common to particle discretization like simplification of
sparsely filled domains and easy interaction with arbitrary bound-
ary geometry. Chentanez et al. [CM10] develop a shallow-water
solver that spawns particles in regions difficult to capture with a
height field, such as breaking waves and waterfalls, where these
particles represent spray or foam independently before merging
back into bulk fluid. By coupling a particle level-set method (FLIP)
with an SPH solver, Losasso et al. [LTKF08] show simulations of
diffuse phenomena like mixtures of water spray and air. Finally,
Chentanez et al. [CMK15] improve on this approach by using a
multi-resolution fully-adaptive approach, enabling the simulation
of larger domains. They combine an Eulerian solver with PBF or
SPH, while allowing for different time step sizes among particles
and the grid.
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2.1.2. Rigid Bodies and Frictional Contact

Coupling fluids or deformable solids with static or dynamic rigid
bodies is an essential topic in order to enable dynamic and expres-
sive multiphysics simulations. A common approach is to sample
the surface of a rigid body using particles. These particles can then
be used to compute explicit interaction forces [BTT09] or, more
commonly, be used as additional sampling points in the density and
pressure force computations [AIA∗12]. Akinci et al. [ACAT13] ex-
pand on this approach by dynamic resampling to enable coupling
with thin structures such as cloth. Gissler et al. [GPB∗19] extend
the particle-based approach to also resolve contacts with friction
between rigid bodies using the surface particles. This enables a
strong rigid-fluid coupling since fluids and rigid bodies are handled
in one global SPH solver. Probst and Teschner [PT23] further im-
prove this strong coupling by introducing a more realistic friction
handling.

An alternative to the particle-based approach is to use an implicit
boundary representation [FM15, KB17, BKWK20, WAK20]. Fuji-
sawa and Miura [FM15] propose a fast approach to compute the in-
tegral of the kernel within the boundary for triangular meshes and
integrate this into a PBF solver. Koschier and Bender [KB17] use
a fixed grid and precompute the density contribution of the bound-
ary in the support radius of each grid point. In the simulation the
boundary contribution for each particle can be determined easily by
interpolating the grid values of the cell which contains the particle.
This approach was later improved by precomputing the volume in-
tersection of the particle domain and the boundary instead of the
density [BKWK20]. Finally, Winchenbach et al. [WAK20] com-
pute boundary kernel contributions by defining a locally represen-
tative planar boundary for arbitrary geometries defined by signed
distance functions and deriving an analytic solution.

When using additional sampling points, the standard SPH for-
mulation commonly used in pressure solvers requires a pressure
value at each sampling point. Different strategies were developed
to determine these values: mirroring the pressure values from the
corresponding fluid particles [AIA∗12], considering the additional
sampling points in the linear system solver [BGI∗18] or extrapolat-
ing the pressure values from the fluid [BGPT18]. However, recently
it was demonstrated that an additional boundary pressure compu-
tation can be avoided entirely by a reformulation of the pressure
solver [BWRJ23].

2.1.3. Elastic and Elastoplastic Materials

Deformable solids are often simulated using mesh-based methods
since they can be more efficient for this application than meshless
approaches. However, point-based methods like SPH have the ad-
vantage that a unified representation for fluids and solids facilitates
coupling between different materials, the simulation of state transi-
tions like solidification or melting, as well as topology changes.

Elasticity A common way to simulate a deformable solid using
SPH is to first determine the particle displacement u = x−x0 as the
difference of its current and its initial position [SSP07]. Then, the
SPH formulation is used to compute the gradient of the displace-
ment field ∇u and the deformation gradient F = ∇u+ 1, where
1 denotes the identity matrix. This typically uses a fixed particle

neighborhood from the rest state. Becker et al. [BIT09] propose a
corotational approach to determine the gradients, which ensures a
proper handling of rotations. The strain can be calculated using the
deformation gradient, and the stress is obtained by applying a con-
stitutive model. Finally, symmetric forces are determined from the
stress to simulate elastic behavior.

The methods of Solenthaler et al. [SSP07] and Becker et
al. [BIT09] are based on a conditionally stable explicit time inte-
gration. To improve the stability, Peer et al. [PGBT18] propose to
apply a corotated linear elasticity model in combination with an im-
plicit Euler time integration. Kugelstadt et al. [KBF∗21] improved
the performance significantly by splitting the model in a stretch
and a volume term. The separate consideration of the stretching
term leads to a linear system with a constant system matrix which
can be solved very efficiently using a precomputed Cholesky fac-
torization. While the aforementioned implicit methods are based
on linear elasticity models, Kee et al. [KUKH23] propose an im-
plicit time integration for non-linear models using a quasi-Newton
method.

Elastoplasticity Inspired by the work of Zhu and Bridson [ZB05],
elastoplastic material models were investigated in the field of SPH
to simulate granular materials. The core idea is that elastic material
behavior is used to simulate static friction, and if a yield condition
is met, the material can start to flow, deforming plastically.

Lenaerts and Dutré [LD09] also use an elastoplastic model to
simulate granular materials. In their explicit solver, plasticity is
modeled using the Mohr-Coulomb yield criterion. Alduán and
Otaduy [AO11] propose a similar approach but use the Drucker-
Prager yield criterion and introduce an implicit solver. Ihmsen et
al. [IWT13] extend this method by an upsampling technique to in-
crease the detail. Later, Gissler et al. [GHB∗20] introduced an SPH
snow simulation based on an elastoplastic material model in com-
bination with an implicit pressure solver for compressible fluids.

2.1.4. Multiphysics Systems

Besides the previously presented methods for modeling individ-
ual effects, which can readily be coupled in unified particle-based
discretizations, there have been recent contributions to modeling
multi-physical systems in general. These contributions generally
outline improvements to the fundamental particle-based method-
ology which can benefit the simulation accuracy and stability of
multiple physical phenomena in a unified discretization.

Solenthaler et al. [SSP07] early on proposed a system that
allowed for coupled simulations of fluids, rigid bodies and de-
formables. This included a simple model for phase-change includ-
ing heat-transfer within and across different phases, allowing for
effects such as melting, joining and solidification. Interaction be-
tween different materials was handled by the pressure solver. An
improved system is presented by Yang et al. [YCL∗17], in which
all of the aforementioned effects can be simulated, but can further
be combined with granular materials and plasticity, as well as mul-
tiple phases including solubility with continuous interfaces. Instead
of using a unified discretization method, Xie et al. [XLYJ23] intro-
duce an approach with contact proxies to couple SPH fluids and
deformables (see Section 4.2).
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2.2. MLS and RKPM

The previous section introduced Smoothed Particle Hydrody-
namics as a representative point-based method for solving con-
tinuum mechanical problems. In graphics, two other methods
are sometimes favored, due to improved guarantees on the or-
der of approximation or stability. These methods are Moving
Least Squares (MLS) [LS81] and the Reproducing-Kernel Parti-
cle Method (RKPM) [LJZ95] and can be considered variations of
a kernel-based method. Rewriting Equation (2) using a generalized
shape function φ(x) and smoothing length h yields

f (x) = ∑
j

f (x j)φ(x,x j;h). (7)

MLS and RKPM can now be represented by expressing φ(x) in the
following ways [AW09, WJB23]:

φ
SPH(x,x j;θ) =V jW (x−x j;h), (8)

φ
MLS(x,x j;θ) = b(x)T M(x)b(x j)W (x−x j;h)

M(x) =

[
∑

j
W (x−x j;h)b(x j)b(x j)

T

]−1

,
(9)

φ
RKPM(x,x j;θ) =V jb(x)T N(x)b(x j)W (x−x j;h)

N(x) =

[
∑

j
V jW (x−x j;h)b(x j)b(x j)

T

]−1

.
(10)

The vector b is typically chosen as a specific polynomial basis, such
as the linear basis b(x) = [1 x y z].

In SPH simulations, first-order MLS derivatives can be used
to guarantee linear consistency as demonstrated by Band et
al. [BGPT18] and Westhofen et al. [WJB23]. MLS was also in-
vestigated to simulate deformable solids with elastic and plastic
deformations [MKN∗04], fracturing [PKA∗05] and as discretiza-
tion for unified simulations of volumetric deformables, shells and
rods [MKB∗10]. Chen et al. [CLC∗20] propose a moving least
square reproducing-kernel method for multiphase continua simu-
lation. They also integrate a previous phase-field model for simu-
lating mixtures, and show a multitude of coupled systems.

3. Eulerian and Hybrid Methods

Thus far, we have focused on simulations methods with a La-
grangian viewpoint. This class of approaches treats a physical con-
tinuum like a particle system, where each bit of matter in a fluid or
solid is represented by a separate particle with position and velocity
and other physical quantities.

Eulerian simulations, on the other hand, track a set of fixed points
in space and how physical quantities at these points evolve over
time, e.g., using a grid. The Lagrangian and Eulerian viewpoints are
connected through the material derivative, which for some physical
quantity q can be expressed as

Dq
Dt

=
∂q
∂t

+v ·∇q . (11)

The first term on the right hand side is simply the rate at which q

is changing at a specific point in space, whereas the second term
is an advective derivative that gives the change due to movement
through a velocity flow field v.

We have seen the material derivative before. For instance, in
Equation (5) the material derivative of the velocity of a fluid flow
field appears in the Navier-Stokes equations. In the Lagrangian
view, since physical quantities move with particles in the simula-
tion, the advective derivative is not needed, and the material deriva-
tive is simply the time derivative of the velocity, Dv

Dt = ∂v
∂t . How-

ever, since the Eulerian view measures quantities at fixed points,
the advective term of the Navier-Stokes equations v ·∇v must be
considered.

There are a number of advantages to working with physical
quantities stored at fixed points. For instance, computing spatial
derivatives is straightforward on a fixed grid or mesh compared to
a collection of moving particles. The Eulerian viewpoint is also of-
ten better at simulating large-scale behaviors, and conserving im-
portant quantities such as energy [MCP∗09]. However, drawbacks
exist, and Eulerian methods are infamous for excessive dissipation
depending on the advection scheme [Sta99] and necessitating the
definition of the extents of the simulation domain [FM96].

Let’s next take a look at how Eulerian methods can be used to
simulate specific phenomena.

3.1. Solids

Eulerian representations have proven effective for simulating elas-
tic solids undergoing large deformations. The regular grid struc-
ture used by many implementations avoids expensive remeshing
steps, and further facilitates parallel implementations. Levin et
al. [LLJ∗11] discretize the momentum equations on a grid and use
the finite volume method [TBHF03] to compute the traction of each
cell from a Cauchy stress field. Their approach uses an explicit
scheme to model interactions between colliding bodies. However,
Teng et al. [TLK16] later extended the method with an implicit
scheme allowing larger time steps, and further introduced fluid-
solid coupling in a purely Eulerian regime.

3.2. Fluid Dynamics

Eulerian methods are perhaps most well known in graphics for sim-
ulating fluid dynamics. In this setting, a grid stores physical and
flow field quantities that are typically updated with an operator
splitting approach in a three step process:

1. Update velocities due to external forces.
2. Compute a pressure projection to make the fluid incompressible.
3. Advect the velocity field and any physical quantities.

Velocity updates are guided by the Navier Stokes equations as
shown in Equation (5). The second step is arguably the most com-
putationally expensive, especially for higher resolution grids, since
it requires solving a pressure Poisson equation (see Equation (6)).

The grid structure used for storing pressure and flow field quanti-
ties is an important consideration. Staggered grids, where velocities
are stored at the center of cell faces and all other physical quantities
are stored at cell centers, are often preferred for their stability when
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using finite differences to evaluate spatial derivatives. The marker-
and-cell (MAC) grid [HW∗65] is a popular choice. Furthermore,
work on efficient grid data structures and update algorithms is an
active area of research [SABS14, Mus13, KLM24, WHS∗24].

The reader is directed to the excellent reference material by Brid-
son [Bri15] for further background material on Eulerian fluid simu-
lations. However, since our focus is on the multiphysics setting, we
next consider how Eulerian fluid simulations can be coupled with
other fluid phases, deformable objects and rigid bodies.

3.3. Multi-phase Fluids

One of the advantages of using an encapsulating Eulerian grid,
is that it becomes possible to capture multi-phase effects, partic-
ularly those between a liquid phase and an air phase. This interac-
tion is at the core of many real-world phenomena, such as water
with bubbles. Within the Eulerian regime of approaches, the ghost
fluid method has been popular for modeling the jump in fluid den-
sities [HK05, BB12]. Other approaches range from using stream
functions [ATW15] and explicit bubble constraints [GAB20], to us-
ing the lattice Bolzmann method (LBM) [LMLD22].

3.4. Fluid-Solid Coupling

Many works in computer graphics have addressed the subject of
fluid-solid coupling. A central problem here is representing the
solids and their boundaries in grid data structures. For instance,
early work by Foster and Metaxas [FM96] demonstrated grid-
aligned one-way coupling using a MAC grid. This approach re-
quires rasterizing the solid onto the grid in order to determine the
boundary interface, thus giving a one-way coupling. Takahashi et
al. [TUKF02] achieve two-way coupling by assigning zero Neu-
mann boundary conditions for pressures of any grid cell more than
half filled with a solid. Cell velocities covered by a solid are then
assigned velocities from the solid, although the approach cannot
couple forces and torques due to fluid momentum.

The immersed boundary method [Pes02] is another popular tech-
nique that gives a continuous forcing function that allows the fluid
pressure field to change the solid’s velocity by considering the solid
to be part of the fluid. Similarly, Carlson et al. [CMT04] fixes the
solid density to be the same as the fluid and enforces a rigidity con-
straint for velocities inside the solid using Lagrange multipliers.
Guendelman et al. [GSLF05] proposed a solid-fluid coupling ap-
proach specialized for thin shells and cloth. The immersed bound-
ary method has also recently been applied to turbulent flow simu-
lation using the lattice Boltzmann method (LBM) [LCD∗20].

Cut-cell methods are another approach for computing interac-
tions between Eulerian fluids and solids. They are popular due to
their simplicity and ability to encode fluxes due to geometric de-
tails smaller than the grid resolution, but without having to refine
or change the grid structure. The area of grid cell faces covered
by the solid boundary is used to improve the accuracy of the di-
vergence calculations. These approaches were first used in com-
puter graphics by Roble et al. [RZF05] and are subject of ongo-
ing research [ZB17, TBFL19]. Batty et al. [BBB07] accounts for
partial grid cell overlap by approximated volume weights, which

are used by a variational formulation of the pressure projection
solve that improves accuracy of sub-grid fluid velocities near object
boundaries. Cut-cell methods are also used in combination with
mesoscale approaches for more accurate coupling between fluids
and solids [LLDL21]. Shi et al [SZYA24] proposed a coupling
framework that target heterogeneous computing platforms combin-
ing a cut-cell method and adaptive grids for interactive simulation
of rigid bodies and fluids.

Two-way coupling between fluids and solids often necessitates
taking small time steps and using many coupling iterations to
achieve stable simulations with correct pressure and momentum
exchange between the two models [CMT04, GSLF05]. Achieving
strong two-way coupling requires accounting for both the solid
and fluid dynamics during the pressure projection step. However,
coupling techniques can sometimes result in non-physical momen-
tum transfer, even though fluid-solid boundary conditions are satis-
fied. Robinson-Mosher et al. [RMSG∗08] proposed a modification
to the momentum update used by Batty et al. [BBB07] that im-
proves fluid-to-solid momentum transfer for thin solids and shells
by a mass-lumping strategy that combines equations for both flu-
ids and solids in mixed cells. Follow-up work resolved problems
with this approach, allowing for correct slip conditions of tangen-
tial velocities [RMEF09]. Klingner et al. [KFCO06] proposed
an implicit approach for rigid-smoke coupling, and later Chen-
tanez et al. [CFL∗07] extended the approach to liquids, that dis-
cretizes the domain using an adaptive tetrahedral mesh, which al-
lows finer details to be preserved due to more accurate treatment
of boundary conditions. However, the approach is computation-
ally costly due to frequent remeshing for dynamic objects. Chen-
tanez et al. [CGFO06] proposed a unified approach for strong cou-
pling of fluids and deformable objects, although it results in a non-
symmetric linear system that requires a more costly solver algo-
rithm. Stable coupling can be achieved, however, without mono-
lithic frameworks that solve for pressures and velocities across
the fluid and solid domains. For instance, Akbay et al. [ANZS18]
showed that a partitioned impulse-based solver using a reduced
model interface was effective for stable simulation using indepen-
dent “black-box” fluid and solid solvers, requiring only Jacobian
approximations collected from simulation data.

More recently, Takahashi and Batty [TB20] developed the
Monolith solver for fluid-rigid coupling, and later extended the
approach for elastic bodies [TB22]. While most work focuses on
fluid-solid interactions of individual dynamical bodies, their ap-
proach also accounts for interactions between solids, for instance
due to frictional contact, as well as viscosity. A hybrid approach,
they combine an Eulerian fluid simulation with Lagrangian mesh-
based elastic bodies, and rigid bodies using a strong coupling
approach formulated as a unified constrained optimization prob-
lem. Although their fluid simulator uses a particle-in-cell method,
coupling is solved using a grid, and hence can be considered an
Eulerian approach. However, hybrid approaches combining grid
and particle representations have gained prominence in computer
graphics, in particular the Material Point Method, which we con-
sider next.
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Figure 3: MPM simulations of various interacting materials [LLH∗24]. Left: Plastic dough material being flattened by a rigid, rolling pin.
Middle: Highly viscous honey dropped on a cloth. Right: Two-way coupled FEM-MPM simulation of a motor boat interacting with water.

3.5. Material Point Method

The Material Point Method (MPM) is a hybrid Eulerian/Lagrangian
method. Hybrid methods inherit the strengths from both material
descriptions: Lagrangian particles make advection trivial, while the
underlying Eulerian grid eases the computation of spatial deriva-
tives. As one of the first hybrid methods, the Particle-In-Cell
method (PIC) was used to simulate compressible fluid back in
the 1960s [Har62, HW∗65]. Due to frequent grid-particle trans-
fers, PIC yields excessive dissipation and the resulting simulation
appears highly dampened. This issue was later fixed by Fluid-
Implicit-Particle (FLIP) [BR86], which only averages the veloc-
ity and displacement increments during the grid-particle transfer.
Zhu and Bridson [ZB05] mixed PIC and FLIP with a blending
weight to control the viscous damping and instability. The Mate-
rial Point Method further generalizes PIC/FLIP [SZS95] to solid
mechanics by allowing particles to carry additional physical quanti-
ties such as the deformation gradient. MPM-based approaches have
been firstly introduced to the graphics community for snow anima-
tion [SSC∗13], and quickly generalized for a multitude of materials
and phenomena (see Figure 3). After a brief summary of MPM in
the following section, we will provide details on several of its ap-
plications for multiphysics modeling.

3.5.1. Foundations of the Material Point Method

Analogous to the Finite Element Method (FEM) [Bat06], the Ma-
terial Point Method is derived from the weak form of the con-
servation of momentum, making it an accurate modeling frame-
work for the discretization of constitutive laws [JST∗16]. Further-
more, its hybrid Lagrangian/Eulerian setting has various advan-
tages, which makes it excel in handling phenomena involving topo-
logical changes and very large deformations. The Lagrangian rep-
resentation is ideally suited for large deformations as the mate-
rial and its quantities are effectively tracked by persistent parti-
cles [SZS95]. The Eulerian representation is only transient and is
used for computing spatial derivatives and solving the material’s
governing equations. The resulting velocity field triggers the move-
ments of particles. Self-collision and fracture can thus be efficiently
modeled on the Eulerian background grid, independent of the num-
ber of particles.

In order to make use of both representations, MPM needs to con-
stantly transition information between Lagrangian particles and the

Eulerian grid nodes. As such, while the exact details in different
MPM-based method implementations vary, a basic symplectic Eu-
ler MPM algorithm in its simplest manifestation performs the fol-
lowing operations in each time step:

1. Particle-to-Grid (P2G) Transfer. Transfer particle quantities to
the grid, computing mass and momentum at grid nodes. Differ-
ent P2G transfer schemes can be used in this step, such as Affine
Particle-In-Cell (APIC) [JSS∗15].

2. Grid Velocity Computation. Compute velocities at grid nodes
from the mass and momentum computed above.

3. Explicit Grid Force Computation. Compute forces acting on
grid nodes due to nearby particles.

4. Grid Velocity Update. Update grid node velocities based on the
forces computed above and the grid node masses, while ac-
counting for boundary conditions or specific collision handling.

5. Deformation Gradient Update. Update the deformation gradient
for each particle based on the grid velocity field.

6. Grid-to-Particle Transfer (G2P). Transfer velocities from the
grid to the particles using a specific transfer scheme. Depending
on the scheme employed in the G2P and P2G steps, additional
information needs to be transferred here.

7. Particle Advection: Advect particles using their new velocities.

For more information on the foundations of MPM we recom-
mend the course by Jiang et al. [JST∗16].

3.5.2. Accuracy, Stability and Performance Improvements

Several notable improvements of MPM have made the framework
more attractive over the years. With the development of the Affine
Particle-In-Cell (APIC) method, proposed by Jiang et al. [JSS∗15]
and later generalized by Fu et al. [FGG∗17] with Polynomial
Particle-In-Cell (PolyPIC), grid-particle transfer better conserves
affine momentum and kinetic energy while maintaining the stabil-
ity of the simulation. The Power-Particle-In-Cell further takes par-
ticle volume into consideration [QLDGJ22], which leads to better
volume preservation. Recently, Sancho et al. [STBA24] proposed
the Impulse Particle-In-Cell Method (IPIC) to better conserve cir-
culation and vortical details for fluids using flow maps.

Explicit time integration in MPM requires small time
steps adhering to the CFL condition for feasible stabil-
ity [SSS20] [WLF∗20]. For details, we refer to the stability analysis
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of Bai and Schroeder [BS22]. Stomakhin et al. [SSC∗13] propose
a time integration scheme to enable semi-implicit and implicit time
integration, allowing the use of large time steps and thereby in-
creasing efficiency of MPM. Hyde et al. [HGMRT20] adopt the im-
plicit MPM formulation to simulate surface tension effects. Fang et
al. [FLGJ19] use implicit MPM to handle viscoelastic and elasto-
plastic solids. Implicit MPM also contributes strong coupling be-
tween fluids and solids [FLGJ19]. Gast et al. [GSS∗15] present
an optimization-based formulation of implicit integration in MPM.
Combining the Moving Least Squares (MLS) material sampling
method (see Section 2) with MPM, Hu et al. [HFG∗18] enable
two times faster simulation rates, with a simpler implementation
and with visually comparable results. Jiang et al. [JGT17] leverage
MPM for processing frictional contacts. Gao et al. [GTJS17] de-
sign an adaptive grid scheme to reduce the collision gap for MPM
deformables. Ding and Schroeder [DS19] show the feasibility of
combining MPM with Coulomb frictional contacts for accurate
coupling with rigid bodies. For further performance gains, prior
works also explore GPU-based MPM implementations [GWW∗18,
WQS∗20, FHG21, QRL∗23].

3.5.3. Multiphysics Phenomena

Multiphysics simulation is naturally supported in MPM by assign-
ing different constitutive laws and material models to different par-
ticles [JST∗16]. Thanks to its hybrid discretization, MPM also ex-
hibits a high versatility in robustly handling various phenomena
ranging from snow [SSC∗13], phase-changing materials [SSJ∗14,
TLZ∗24, SXH∗21], foams [RGJ∗15, QLY∗23, YSB∗15] to gran-
ular materials [DBD16, KGP∗16, TGK∗17], and even magnetized
materials [SNZ∗21]. The Lagrangian particles in MPM are insensi-
tive to topological changes. Therefore, MPM has also been a popu-
lar choice for cutting [HFG∗18] and fracture [WFL∗19, WDG∗19,
FCK22, CCL∗22]. In the following, we will provide brief descrip-
tions of a representative selection of these methods.

Stomakhin et al. [SSC∗13] integrated an elasto-plastic constitu-
tive model with MPM for modeling the dynamics of snow. A par-
ticle carries an elastic deformation gradient and a plastic deforma-
tion gradient. Out-of-range deformation accumulates in the plastic
portion, while elastic deformation yields internal forces. Possible
topology changes, caused by snow breaking or merging, are easily
captured with the meshfree Lagrangian description, and the Eule-
rian background grid enables implicit handling of self-collisions
and fracture. This feature inspires several follow-up works to use
MPM to handle fracture [WFL∗19, WDG∗19, FCK22].

Shortly after, Stomakhin et al. [SSJ∗14] augmented MPM with
heat transport on the grid so that particles with different tem-
peratures are assigned different material properties. A devia-
toric/dilational splitting of the constitutive model allows phase
transitions during the simulation, such as melting and solidifying,
which further enriches the MPM ecosystem.

Using MPM to simulate Non-Newtonian fluid has also been
explored. Ram et al. [RGJ∗15] employed a modified Oldroyd-
B model to approximate volume-preserving plastic flows. Yue et
al. [YSB∗15] demonstrate that Herschel–Bulkley fluid can also be
handled within the MPM framework with particle resampling. Su
et al. [SXH∗21] proposed an extended POM-POM model [ML98,

OMTA12, VPB01] that can uniformly handle a range of viscoelas-
tic liquids with phase change.

Early MPM frameworks often chose explicit grid-level integra-
tions for spatial differentiation of internal elasto-plastic forces.
This simplification requires a highly conservative time step size
for stiff simulation problems, e.g., granular materials with a high
Young’s modulus. Daviet et al. [DBD16] further enhanced the sta-
bility of MPM for such cases by treating both elastic and plastic
parts of the dynamics in a semi-implicit manner. Other examples
of MPM-based granular material simulation are the methods by
Klar et al. [KGP∗16] and Tampubolon et al. [TGK∗17]. To implic-
itly handle plasticity in optimization-based MPM frameworks, Li
et al. [LLJ22] present strain energies for specific plasticity models
(see also Section 4.2).

Hu et al. [HFG∗18] employ Moving Least Squares (MLS) in-
terpolation in their MLS-MPM method for the unified simulation
of fluids, elastic, plastic and granular materials with robust sup-
port for cutting. Any external rigid body dynamics simulator can
be combined with their method, providing two-way coupling with
rigid bodies. Qu et al. [QLY∗23] propose an extension of MLS-
MPM which is capable of accurately capturing both macro- and
mesoscale material geometries. They demonstrate the versatility
of their approach with simulations of bubbles, sands, liquid and
foams, and show that in contrast to traditional MPM, their method
does not suffer from minimum particles-per-cell restrictions and is
able to faithfully conserve material volume, all the while producing
more uniform particle distributions.

Tu et al. [TLZ∗24] combine MPM with a phase field solver for
the unified simulation of elastic, plastic and viscous materials that
undergo phase transitions. Their method is able to represent inter-
acting fluids, deformable and rigid solids, and granular materials
which can dissolve and melt, all in one unified framework. This
is achieved through blending between different constitutive mod-
els in a unified particle representation. Collisions between different
materials not undergoing phase changes was modeled more real-
istically by Gao et al. [GPH∗18] using MPM, although not in a
unified manner, as we will see in the next section. The approach
by Tu et al. [TLZ∗24] also inherits a common limitation in MPM,
which causes inaccuracies in contact behavior at multi-material
interfaces – a consequence of stickiness and numerical viscosity,
leading to excessive cohesion and friction. This limitation was ad-
dressed in the modified Material Point Method introduced by Han
et al. [HGG∗19], details of which are provided in the next section.
Chen et al. [CKMR∗21] propose an implicit model for spatially
varying surface tension in MPM. The surface tension coefficient
can be dependent on local concentrations or temperatures and for
the latter it is coupled with an implicit thermomechanical model to
accurately simulate melting.

3.5.4. Coupling Techniques

In order to address the aforementioned shortcomings with colli-
sion modeling in traditional MPM manifesting in artifacts such as
excessive cohesion and friction, Han et al. [HGG∗19] introduce a
modified Material Point Method which makes use of collision par-
ticles that are uniformly distributed over the surface of volumet-
ric solids. This approach prevents information loss during particle-
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to-grid transfers and enables accurate Coulomb frictional contact
modeling between volumetric solids. The method also effectively
resolves the dependency issue found in traditional MPM between
Eulerian grid size and Lagrangian particle density. Through use of
two separate Eulerian background grids, the method supports cou-
pling with traditional MPM and also provides a simple method for
two-way coupling with rigid bodies.

Gao et al. [GPH∗18] propose an MPM-based method for simu-
lating the interaction of granular materials with fluids through ex-
plicit two-way coupling. The authors use a density criterion to iden-
tify individual grains that become separated from the continuum
body of the granular material which are treated as separate bod-
ies, not subject to the elastoplastic Drucker-Prager constitutive law
used to model still connected granular material clumps. The fluid
and granular material domains are advanced in a sequential man-
ner, with sub-stepping used for the granular material. The method
captures intricate details in fluid/granular material interactions such
as sediment transport in particle-laden fluid flows which can not be
reproduced in the unified method proposed by Tu et al. [TLZ∗24].

Guo et al. [GHF∗18] present a method for simulating elastoplas-
tic thin shells based on an FEM subdivision surface discretization
within MPM and demonstrate frictional contact and coupling to
other MPM materials. To simulate fracture due to shocks in com-
pressible flow, Cao et al. [CCL∗22] developed a monolithic solve
for strongly coupled MPM and FEM. This velocity-pressure system
is discretized with a mixed-order finite element of B-spline shape
functions. More recently, for two-way coupling between MPM and
FEM of possible co-dimensional geometry, Li et al. [LLH∗24] pro-
pose an asynchronous time-splitting scheme. Specifically, an im-
plicit integration scheme is used at the internal region of the FEM
domain. The contact force is applied as a constant external La-
grangian force on MPM particles throughout substeps of explicit
MPM integration.

4. Energy-Based Multiphysics Modeling

Instead of approaching multiphysics systems with a unified dis-
cretization, in this section we focus on a unified formulation in
terms of scalar energy potentials. If all physical systems can be
represented only in terms of such energies, we obtain a strongly
coupled, fully implicit formulation that can be solved as a mono-
lithic, unconstrained optimization problem. This allows us to apply
numerical optimization methods to robustly find a local minimum
of the global energy (or incremental potential) that solves the equa-
tions of motion. This has advantages in comparison to solving the
balance of forces as a system of equations such as more robust con-
vergence using line search. This optimization-based time integra-
tion approach has a long history [RO99] and is well established in
computer graphics [KYT∗06,MTGG11,LBOK13,GSS∗15]. In re-
cent years, it gained significantly in popularity, for example with
the introduction of barrier methods for handling of deformables
coupled with frictional contact [LFS∗20,LKJ21] and multibody dy-
namics [FLS∗21, CLL∗22] within the framework of unconstrained
optimization. Although an energy-based formulation is well suited
for these models, effects such as damping and plasticity require
some adaptations of classic force-based models, and coupling with
fluids or granular media usually has to fall back to operator split-

ting or weak coupling. Still, energy-based and optimization-based
approaches can be applied to a wide range of multiphysics applica-
tions as shown in Figure 4.

We want to highlight that a formulation as an unconstrained op-
timization problem is possible for many phenomena and has ad-
vantages in terms of complexity and robustness of the numerical
methods (see, e.g., [LFS∗20]). However, more complex simulators
that seek to combine different physical systems may still choose to
combine such energy-based models with hard constraints and apply
constrained optimization, for example, to enforce incompressibility
in solid-fluid coupling (see, e.g., [TB22]).

In the following, we first introduce the basic formulation and
numerical treatment of optimization-based time integration with
Newton’s method (see Section 4.1), followed by presenting recent
works on concrete physical systems and effects as well as their cou-
pling (see Section 4.2). Finally, we explore related methods that are
built upon optimization-based integration but aim to improve per-
formance for interactive applications in comparison to a full New-
ton method, notably Vertex Block Descent (see Section 4.3) and
Projective Dynamics (see Section 4.4).

4.1. Foundations of Energy-Based Simulation

Optimization-Based Integration For a particle system without
any dissipative terms, discretizing the equations of motion with
Backward Euler yields the position-level system of equations

M x−xprev −∆tvprev

∆t2 −∑
i

fi(x) = 0 , (12)

where x and xprev are the current and previous time step’s configu-
ration of the system, respectively, and fi(x) are any external and in-
ternal forces acting on the system. The idea of optimization-based
time integration is to recast this equation system into an uncon-
strained optimization problem

min
x

E(x) (13)

such that any local minimum of the objective function E(x) also
satisfies the discrete equations of motion. To define the corre-
sponding objective function E(x), we have to find the antideriva-
tive of the residual r(x) of the equations of motion (i.e. the left-
hand side of Equation (12)) such that ∇E(x) = r(x). Substituting
x̃ = xprev + ∆tvprev, we identify the objective function as the so
called incremental potential of Backward Euler

E(x) = 1
2∆t2 (x− x̃)T M(x− x̃)+∑

i
φi(x) , (14)

where φi(x) are the energy potentials that give rise to the exter-
nal and internal forces in the system through their negative gradi-
ent fi(x) = −∇φi(x). With this formulation it is possible to con-
sider physical systems, phenomena and interactions based on con-
servative or path-independent forces that can be defined in terms
of a scalar potential function φ(x). This covers many interesting
applications for physically-based animation which we discuss be-
low. Unfortunately, general non-conservative or dissipative forces,
cannot be incorporated directly in this framework, which includes
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Figure 4: A selection of energy-based multiphysics simulations with strong coupling. Left: A robotic hand modeled by rigid bodies, joints
and motors compresses an elastic cube [FFLL∗24]. Middle: A scroll modeled as a Cosserat shell is pushed open by rigid bodies through
frictional contact [LFFJB24]. Right: A crane modeled as a multibody system lifts metallic cubes using magnetic forces that are strongly
coupled with frictional contact [WFFJB24].

models based on forces with a non-symmetric force Jacobian. Ex-
amples for this are common models for friction, damping and plas-
ticity. However, there exists a broad range of works on adaptations
to make them compatible such as e.g. lagging in case of friction
(see Section 4.2).

While we showed the incremental potential for Backward Euler
in Equation (14), the concept was also applied to integration meth-
ods such as the implicit Newmark method [KMOW00, LFS∗20],
implicit midpoint method [DLK18] or the trapezoidal rule, BDF2
and TR-BDF2 [BOFN18, CLL∗22].

Finding a Minimizer After defining an incremental potential, the
optimization problem can be solved with standard methods for un-
constrained optimization [NW06]. The typical choice for accurate
results and fast convergence is Newton’s method. To improve an
initial guess x0, which is usually the converged state of the previous
time step for dynamic problems, Newton’s method iteratively fits a
quadratic function to the objective function using the objective’s
gradient and curvature evaluated at the current iterate xi. Minimiz-
ing this quadratic function results in a linear system of equations
that can be solved for the Newton step ∆x = xi+1 −xi in iteration i:

H(xi)∆x =−∇E(xi) , (15)

where H is the Hessian matrix of E(x) which contains all second
derivatives and is usually sparse. The Newton step ∆x is guaran-
teed to be a descent direction that locally minimizes the objective
if the Hessian is symmetric positive definite. However, many com-
mon material models or physical effects can lead to indefinite Hes-
sians. A common approach in graphics is therefore to manually re-
move indefiniteness from local Hessian contributions by either ap-
plying numerical projections [TSIF05] or by replacing them with
positive definite expressions obtained through analytic eigenanal-
ysis [SGK18, Kim20, LCK22, SK23, WK23, WYW23, HCLK24].
However, these modifications can also deteriorate the convergence
rate of Newton’s method [LLFF∗23].

If the forces in the system are highly non-linear, a full New-
ton step might not lead to a sufficient decrease in the objective
function. Therefore, it is common to employ line search methods,
such as backtracking line search [NW06], which scale the step un-
til sufficient progress is made towards a local minimum. For very

stiff systems, more robust line search methods were proposed as
well [LLFF∗23]. The availability of such techniques is a signifi-
cant advantage of optimization-based integration in contrast to root
finding on the equations of motion directly.

As alternatives to a full Newton method, many different op-
timization methods and solvers were proposed for use in com-
puter graphics to improve efficiency, especially for interactive
or real-time applications. This includes Projective Dynamics
with local/global splits derived from optimization-based integra-
tion [BML∗14, OBLN17] (see Section 4.4), block coordinate de-
scent methods such as Vertex Block Descent [CLYY24] (see Sec-
tion 4.3), Gradient Descent on the GPU [WY16], or more general
Quasi-Newton methods including L-BGFS [LBK17, LGL∗19].

4.2. Energy-Based Materials and Phenomena

Any materials or physical effects that admit a formulation in terms
of an energy or scalar potential can be easily combined to obtain
a strongly coupled multiphysics simulator by summing their con-
tributions and any interaction potentials in the global incremental
potential from Equation (14). As a result, these models benefit from
the numerical methods and their stability as outlined before. In the
following, we give a brief overview of recent works that use this
approach to model specific effects or to perform coupled simula-
tions.

Elastic Deformables The simulation of elastic deformables natu-
rally fits into an optimization-based framework. Continuous mate-
rial models for deformable bodies are typically defined in terms of
a scalar strain energy density function Ψ(F) depending on the lo-
cal deformation gradient F. Such strain energy densities have to be
integrated over the volume of a body to yield an energy that can
be added to the incremental potential of Equation (14). Commonly
used examples of hyperelastic material models that can be formu-
lated in this way include the Corotated material model [SHST12],
the Neohookean and Stable Neohookean materials [SGK18] and
the ARAP model [LCK22]. Non-classical material models such
as micropolar materials with rotational degrees of freedom can
also be considered in this framework as shown by Löschner et
al. [LFFJ∗23,LFFJB24]. To incorporate any of these materials in a
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simulation, a spatial discretization is necessary, for example using
the Finite Element Method (FEM) and a Lagrangian view. While
FEM is a sophisticated numerical method that supports higher-
order discretizations [SHD∗18,LLK∗20,SHG∗22], linear elements
were successfully used for very efficient methods and possibly in-
teractive applications, for example the Fast Corotated FEM ap-
proach by Kugelstadt et al. [KKB18]. For more details on de-
formable solids and their spatial discretization using FEM, we rec-
ommend the courses of Kim and Eberle [KE22] and Sifakis and
Barbič [SB12b].

Contact Potentials The coupling of deformable solids between
themselves and to other materials is typically realized through
frictional contact. In the context of unconstrained optimization-
based integration, Incremental Potential Contact (IPC) [LFS∗20]
gained significant popularity in recent years. IPC is designed to
enable intersection-free simulations and is based on a fully im-
plicit and unconstrained formulation of contact. The main con-
tributions include a smooth logarithmic barrier formulation of
contact forces based on unsigned distances, a continuous col-
lision detection (CCD) aware line search and a smoothed and
lagged friction potential. Subsequent works aim to resolve spuri-
ous tangential forces in the original formulation [DLCT24], en-
sure convergence under refinement [LFS∗23] and extend it to high-
order (curved) meshes [FJZ∗23]. While the original IPC frame-
work did not target interactive applications, recent works aim
to fill this gap by proposing efficiency and robustness improve-
ments such as better convergence using cubic barriers with dy-
namic stiffness [And24], improved conditioning using a barrier-
augmented Lagrangian [GLY∗24], Preconditioned Conjugate Gra-
dient solvers [SCBL24], improved Hessian projection and filter-
ing in a Gauss-Newton method [HCLK24], localized CCD updates
and improved Parallelization [LLJ∗23] or integration into the Pro-
jective Dynamics framework [LMY∗22] which all advertise fast
GPU implementations. Alternatively, if the requirement of fully
intersection-free configurations can be relaxed, various penalty-
based collision energies as investigated by Shi and Kim [SK23]
or by Macklin et al. [MEM∗20] with accurate penetration-depths
obtained by e.g. the method of Chen et al. [CDY23] can also be ap-
plied in the context of optimization-based integration. These barrier
and penalty energy-based approaches naturally fit in an optimiza-
tion framework and provide strongly coupled contact. For more de-
tails on contact and friction handling in computer graphics, we rec-
ommend the course by Andrews et al. [AEF22].

Damping, Friction and Plasticity Physical phenomena that are
described by non-conservative or dissipative forces usually require
adaptations to make them compatible with an energy-based for-
mulation. Many damping and friction forces (including Coulomb
friction and Rayleigh damping) can be modeled using a scalar dis-
sipation potential R(x,v) such that damping forces are given by
its negative velocity gradient Fd = −∇vR(x,v) (see [BOFN18,
MSAO18]). In general, it is not possible to find a corresponding
objective term for the incremental potential from Eq. (14) to yield
such forces. For the special case that the dissipation potential only
depends on velocities though, the objective term φd = ∆tR(v) can
be used. One way to make Rayleigh damping compatible with this
formulation is to lag its position dependence as presented by Gast et

al. [GSS∗15]. For energy-based simulation of crowds, Karamouzas
et al. [KSNG17] instead argue that a fully implicit formulation of
Rayleigh damping is desirable and show that omitting the lagging
still results in forces that are first-order accurate w.r.t. the time step
size. Brown et al. [BOFN18] extend this to Coulomb friction, strain
rate damping and other models but demonstrate that this first-order
approximation results in forces that are not invariant under rigid
transformations. They introduce a correction term to remedy the re-
sulting angular momentum loss. However, they apply a local-global
optimization approach using ADMM which solves individual po-
tentials locally (see Projective Dynamics in Section 4.4), and a fully
implicit formulation for an unconstrained global optimization prob-
lem was not considered. Alternatively, for strain rate-based damp-
ing, an energy can be formulated by directly discretizing the strain
rate in time which was used to simulate viscous threads [BAV∗10]
and sheets [BUAG12]. To avoid the non-smoothness of Coulomb
friction, IPC [LFS∗20] uses an approximation that smoothly tran-
sitions between static and dynamic friction. A corresponding po-
tential can be defined by lagging the tangential sliding basis and
normal force. Similar approximations were used in the penalty for-
mulation by Macklin et al. [MEM∗20]. Outside of simple test cases,
however, it is not recommended to update the lagged quantities dur-
ing optimization as there are no convergence guarantees in general.
Larionov et al. [LLA∗24] claim that this lagging can lead to in-
accurate and time step dependent behavior, especially close to the
slip threshold and demonstrate that force-based simulations with a
fully implicit friction formulation can be beneficial for simulations
where accurate frictional behavior is important.

For plasticity, Li et al. [LLJ22] present implicit augmented en-
ergy densities of finite strain von Mises and Drucker-Prager plas-
ticity models as well as hardening and viscoelasticity models and
evaluate them in MPM and FEM frameworks. However, their ap-
proach is currently limited to the St. Venant-Kirchhoff elastic ma-
terial model, while the Drucker-Prager model and hardening model
require additional fixed-point iterations around the optimization
problem as their yield strain is fully implicit.

Shells and Rods In addition to volumetric deformables, codimen-
sional deformables including cloth, shells, rods and hair are an im-
portant aspect of multimaterial simulations. They can also often
be described by energies that can be added as contributions to the
incremental potential formulation. The IPC method was also ex-
tended to provide strongly coupled frictional contact between codi-
mensional and volumetric deformables [LKJ21].

For cloth or shells, an established approach in computer graphics
is to combine membrane deformation models such as the Baraff-
Witkin model [Kim20, BW98] or Koiter’s model [CSvRV18]
with a hinge-based bending energy such as the Discrete Shells
model [GHDS03, BMF03, TG13] or the quadratic and cubic shell
variants for inextensible surfaces [BWH∗06, GGWZ07]. Analytic
eigenanalyses of such bending energies were presented by Hao-
miao and Kim [WK23] and Wang et al. [WYW23]. Strain limit-
ing, which is often applied to approximate inextensible shells and
to circumvent locking artifacts by combining soft materials with
strong strain limiting, can also be formulated using barrier poten-
tials [LKJ21]. Instead of manually combining stretch and bending
energies, continuum-based shell models, such as Kirchhoff-Love
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shells, inherit their bending stiffness from an underlying volumet-
ric material model [WB23]. Although Kirchhoff-Love shells typi-
cally require either sophisticated C1 continuous [TWS06, WHP11]
or non-conforming [KGBG09] discretizations, it is possible to ap-
ply results from discrete differential geometry [Wei12] to con-
struct an efficient piecewise linear discretization [WB23]. In con-
trast to Kirchhoff-Love shells which are rigid to transverse shear-
ing, Cosserat shells are shear deformable and introduce additional
degrees of freedom (directors) which can also be incorporated
in an energy-based formulation [LFFJB24]. As an alternative to
codimensional approaches, thick shells can also be simulated with
volumetric prism elements and reduced integration to avoid lock-
ing [CXY∗23].

The main challenge of modeling hair and rods is to cap-
ture the bending and torsion of their one-dimensional geome-
try in three-dimensional space. Common approaches include the
shear-deformable Cosserat rods [ST07, KS16] as well as shear-
rigid Kirchhoff rods [HB23] as used in the Discrete Elastic Rods
model [BWR∗08]. These models are based on an orthonormal
frame attached to the centerline of the geometry to measure bend-
ing and torsion. Depending on the model, the orthonormal frame
might be explicitly represented by additional degrees of freedom or
is only implicitly used during derivation. Shi et al. [SWP∗23] rec-
ognized that established rod models are unsuitable for simulation
of tightly coiled hair and proposed an energy-based model defined
directly in terms of the vertex positions of the hair.

Rigid Bodies and Multibody Systems To simulate rigid bod-
ies in the context of optimization-based integration, Macklin et
al. [MEM∗20] present a formulation based on generalized posi-
tions (translation and orientation of the bodies) and a kinematic
map [BET14] which maps linear and angular velocities to time
derivatives of the generalized positions. This enables rigid bodies
and deformables to be solved in a unified way. To define a corre-
sponding potential, the kinematic map is approximated to be con-
stant during a time step and gyroscopic forces are integrated ex-
plicitly. Contacts are resolved using penalty energies. Ferguson et
al. [FLS∗21] propose a different parametrization of rigid bodies
based on rotation vectors which does not require similar approx-
imations to formulate an incremental potential. Furthermore, they
generalize the IPC method to guarantee intersection free contact
with strong coupling between rigid bodies and deformables by in-
troducing CCD queries to handle the curved trajectories of rigid
bodies.

Reasoning that the idealized assumption of fully rigid bodies is
not always necessary, Lan et al. [LKL∗22] propose Affine Body
Dynamics (ABD) which allows bodies to be deformed by an affine
transformation penalized by a very stiff orthogonality potential.
This results in linear trajectories of the bodies, thus simplifying
CCD queries and significantly reducing its cost while still ensuring
intersection free simulations.

Finally, rigid-, affine- or deformable bodies are often cou-
pled with joints and motors to form multibody systems. Chen
et al. [CLL∗22] propose barrier formulations of commonly used
constraints, such as hinge, twist, distance and sliding constraints,
for application in the context of unconstrained optimization of
an incremental potential. Beyond traditional joint types, Chen et

al. [CDGB19] introduce energy-based point, curve and surface con-
nections to couple different codimensional and volumetric models
which also supports non-manifold deformable bodies.

Multiphysics Phenomena Besides deformables and multibody
systems, other physical effects can also be incorporated into
optimization-based formulations. For thin shells discretized with
FEM, Chen et al. [CSvRV18] simulate the effects of heating and
wetting, like curling paper or shape-changing pasta.

Another aspect that can be considered in multiphysics systems
are forces due to magnetic effects. For inverse design of magneti-
cally actuated thin shells, Chen et al. [CNZ∗22] couple thin shell
deformations with a linear, ideal hard-magnetic potential. West-
hofen et al. [WFFJB24] propose an incremental potential formu-
lation that supports strong coupling of linear magnetic rigid bodies
with frictional contact considering para- and diamagnetic effects.
They demonstrate much more robust simulations in comparison to
previous weakly coupled approaches.

Fluids and coupling While energy-based formulations could fa-
cilitate coupling between deformables and fluids, full strong cou-
pling is hard to achieve. To our knowledge, an energy-based, fully
implicit discretization of fluid dynamics with e.g. SPH does not
exist. Instead, an operator splitting approach is a viable alterna-
tive, such as the approach proposed by Xie et al. [XLYJ23] for
the coupling of SPH fluids and FEM deformables. For fluids, they
use a semi-implicit approach to formulate pressure and viscosity as
conservative forces and to obtain corresponding potentials. For the
coupling, they introduce a contact proxy of the deformables into
the SPH solver as well as a fluid contact proxy into the incremental
potential of the subsequent solid and frictional contact solve.

Takahashi and Batty [TB22] proposed a monolithic solver for
strongly coupled fluids, rigid bodies and deformable elastic solids
with frictional contact based on constrained optimization. Fluids
are discretized with APIC [JSS∗15] (see Section 3.5) using a vari-
ational formulation of viscosity [BB08, LBB17] reformulated as
a compliant constraint in combination with a hard constraint for
incompressibility. Deformables are discretized with FEM and for-
mulated using an incremental potential as shown in Equation (14).
Fluid-solid coupling is achieved through a cut-cell approach with
volume fractions while contacts between solids and rigid bodies
are formulated as hard constraints. All these contributions are com-
bined into a single constrained optimization problem with primal
variables for fluid velocity, elastic displacement and rigid body ve-
locities and dual variables or Lagrange multipliers in terms of vis-
cous stress, pressure and contact force. The system is solved using
a custom Newton-type solver leveraging the structure of the prob-
lem which was improved from previous, less general monolithic
solvers [TB20, TB21].

A different approach for the implicit simulation of fluid dynam-
ics are Lagrangian mesh-based discretizations using FEM. Mis-
ztal et al. [MEB∗14] used this approach to simulate immiscible
multi-phase flow and perform an explicit advection step followed
by an implicit solve for all other forces such as inertia, viscosity
and surface tension. For the discretization they also discretize am-
bient space around the fluid. A similar formulation was used by
Clausen et al. [CWSO13] but they also handle advection within the
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implicit solve. They also support coupling with elastic and plas-
tic materials through explicit collision forces and they only mesh
the materials themselves, without ambient space. This Lagrangian
mesh-based approach, however, requires involved remeshing op-
erations for merging, splitting and refinement. Also Lagrangian
in nature but working on simplicial complexes, i.e. collections of
points, lines, triangles and tetrahedra, Zhu et al. [ZQC∗14] pro-
posed a codimensional approach for the simulation of surface ten-
sion. They extended this approach to simulate non-Newtonian flu-
ids [ZLQF15].

Coupling of MPM and FEM as introduced by Li et al. [LLH∗24]
is described in Section 3.5.

4.3. Vertex Block Descent

Newton’s method applied to an incremental potential demonstrates
great stability, even for large time steps. However, it is a rela-
tively costly approach. In computer graphics, there has been par-
ticular interest to parallelize solver algorithms and better leverage
GPU hardware for interactive or learning applications. Recently,
Chen et al. [CLYY24] introduced Vertex Block Descent (VBD) as
a block coordinate descent algorithm [Wri15] for minimizing the
variational energy. Their approach solves a per vertex optimization
problem. Compared to the global variational formulation of Back-
ward Euler from Equation (14), VBD introduces local variational
energies

Ei(x) =
mi

2∆t2 ||xi − x̃i||2 + ∑
j∈Ei

φ j(x) , (16)

where Ei is the set of all elements (e.g., FEM elements or con-
straints) that act on vertex i. Minimizing this local energy with
Newton’s method leads to a series of linear problems with 3×3 ma-
trices that can be solved analytically. The local solves are guaran-
teed to reduce the global variational energy - however, the method
does not necessarily converge to the same solution as Newton’s
method. They demonstrate impressive simulations of elastic de-
formables coupled with rigid bodies, frictional contact, damping
and simple constraints. VBD is a very recent method, and although
its applicability to a broader range of multiphysics simulations has
yet to be demonstrated, we expect that future research will extend
the technique for simulating new phenomena and material behav-
iors.

The local view and vertex-centric reformulation in VBD
gives significant opportunities for parallelization (e.g. on
GPUs [Mac22]), and the authors report faster and more ac-
curate results in comparison to XPBD [MMC16]. Concurrently,
Chen et al. [CHC∗24b] presented a Position-Based Nonlinear
Gauss-Seidel method which follows a similar idea of vertex-based
Gauss-Seidel iterations and can be applied to quasistatic and
dynamic simulations. However, they focus mostly on isotropic
hyperelastic materials.

4.4. Projective Dynamics

A different optimization-based framework for the interactive simu-
lation of various materials and phenomena is Projective Dynamics

(PD) as introduced by Bouaziz et al. [BML∗14]. It follows the alter-
nating local/global optimization scheme proposed for static geom-
etry problems by Bouaziz et al. [BDS∗12] and for Hookean mass-
spring systems by Liu et al. [LBOK13] and generalizes it to a wider
range of geometrically motivated constraints for dynamic simu-
lations. Originally, PD supported the simulation of elastic solids,
shells and rods with contact and was later extended and gener-
alized to support physical material models, rigid bodies, fluids,
penetration-free frictional contact and more. The main advantage
of the method in comparison to a full Newton method is that updat-
ing a Hessian matrix involving the constraint’s second derivatives is
not needed and early iterations can be more efficient in reducing the
objective. This is achieved by restricting the general optimization-
based framework described before to quadratic potentials that pull
the degrees of freedom towards target positions obtained through
non-linear local constraint projections.

4.4.1. Foundations of Projective Dynamics

Projective Dynamics is based on the Backward Euler incremental
potential introduced in Equation (14), but uses constraint functions
Ci to define potentials for individual physical effects. To facilitate
a local/global split of the solver, PD introduces auxiliary variables
pi that can be interpreted as target configurations satisfying each
constraint such that Ci(pi) = 0. The global objective that has to be
minimized in PD is then given by

EPD(x,p) =
1

2∆t2 (x− x̃)T M(x− x̃)+∑
i

di(x,pi) , (17)

where di are constraint specific functions measuring the distance
between the current configuration x and the target configuration
on the constraint manifold pi. In particular, PD restricts this to
quadratic functions of the form

di(x,pi) =
wi

2
||AiSix−Bipi||

2 , (18)

where wi is a nonnegative weight, Ai and Bi are constant matri-
ces specific to the respective constraint type and Si is a selection
matrix mapping the global to the constraint specific degrees of free-
dom. This ensures that the global potential in Equation (17) remains
quadratic for fixed pi.

Local/Global Solver In each iteration of the solver algorithm, PD
first determines the target positions pi for every constraint by per-
forming a local constraint projection for a fixed current configura-
tion x

argmin
pi

wi

2
||AiSix−Bipi||

2 , s.t.Ci(pi) = 0 , (19)

which corresponds to finding the projection of x to the nearest point
on the constraint manifold of Ci with respect to distance di (e.g.
finding the closest zero strain configuration of a deformed triangle).
These local projections capture the nonlinearity of the constraint
forces and closed-form solutions exist for many constraint types.
The individual projections are independent and can be performed
in parallel. This is followed by a global solve for updated positions
x using the fixed, previously obtained target configuration p

min
x

EPD(x,p) , (20)
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which can be done in a single linear solve as EPD is quadratic
in x. This global solve pulls the configuration of the system to-
wards the target positions. The linear solve can be accelerated by
pre-factorizing the constant system matrix in case of fixed con-
straint sets. To handle topology changes for contact, cutting or flu-
ids efficient refactorization schemes [LLKC21, WTB∗21] or itera-
tive solvers [Wan15, WKB16, LMY∗22] were proposed.

A broad range of geometrically motivated constraints fit in this
framework, including deformation (Hookean or ARAP models),
bending, joints and contact [BML∗14]. However, many non-linear
constitutive laws, such as the Neohookean model, as well as hard
constraints, cannot be directly considered in this way. This was ad-
dressed later in generalizations of PD to a Quasi-Newton [LBK17]
or ADMM [OBLN17] method. Although methods for simulat-
ing fluids or granular and plastic media based on PD were pre-
sented [WKB16, HWW18], a coupled multiphysics simulation to-
gether with, e.g., deformables and frictional contact within the PD
framework was not thoroughly explored, yet.

Relation to (Extended) Position Based Dynamics Projective Dy-
namics and Extended Position Based Dynamics (XPBD) (see Sec-
tion 5.1) both directly build on constraint functions and are tar-
geted at interactive applications. However, a fundamental differ-
ence is that PD is a primal method solving for the physical system’s
degrees of freedom directly (i.e. positions or velocities), whereas
XPBD is a dual method that enforces constraints by first solving
for Lagrange multipliers. A practical consequence is that PD can
easily deal with high mass ratios and may struggle with high stiff-
ness ratios while the converse applies to XPBD [MEM∗20]. Similar
observations can be made for the original PBD algorithm as it can
be interpreted as a restriction of XPBD to constraints with infinite
stiffness.

The additional global solve in PD ensures that a global com-
promise between all constraints and the implicit inertia potential is
found, even considering incompatible constraints (corresponding to
a least squares fit [BDS∗12]). For PBD and XPBD, the solution of
problems with incompatible constraints depends on the ordering of
the local constraint projections. In general, the original XPBD al-
gorithm also does not converge to a state of force balance, mainly
because a residual term is discarded in its derivation from the full
equations of motion (see Section 5.1). This was recently addressed
by Chen et al. [CHC∗24a].

XPBD has the advantage that it can naturally handle hard
constraints and also supports more general constraint functions
whereas PD always requires a sensible split into a quadratic dis-
tance measure and a constraint manifold. As noted in the follow-
ing paragraph, this was also addressed in the literature but requires
significant deviations from the original concept of PD [LBK17,
OBLN17].

Generalizations and Enhancements Applying the Chebyshev
Semi-Iterative Method was proposed by Wang [Wan15] to im-
prove the efficiency of the global solve in Projective Dynamics. In
combination with a Jacobi solver, this results in a highly efficient
GPU implementation of PD which also works well with dynami-
cally changing constraint connectivity due to the iterative methods.
However, Fratarcangeli et al. [FTP16] claim that the Chebyshev

approach can introduce instabilities and instead propose a parallel
Gauss-Seidel approach for PD and PBD.

Liu et al. [LBK17] show that the original PD algorithm can be
interpreted as a Quasi-Newton method. In this context they gen-
eralize PD to more hypereleastic materials which also necessitates
the introduction of a line search to the method. They improve con-
vergence by enhancing their initial Hessian approximation from
PD with L-BFGS updates. Concurrently, Overby et al. [OBLN17]
demonstrate that PD can also be interpreted as a special case of
ADMM and used this insight to generalize PD to arbitrary conser-
vative forces, hard constraints and to incorporate implicit friction
models [BOFN18]. However, they note that the convergence speed
of the ADMM approach heavily depends on the choice of weights
in the optimization algorithm.

A typical approach to further improve performance of PD is
to combine it with subspace or reduced order modeling, such
as Hyper-Reduced Projective Dynamics [BEH18], Medial Elas-
tics [LLF∗20], or other subspace approaches, e.g., targeted at cloth
simulation (see below) [LFL∗23, LLL∗24].

For parameter estimation, motion planning and inverse prob-
lems, Du et al. [DWM∗21] introduced DiffPD which speeds up
backpropagation to facilitate efficient differentiable simulations
based on PD. Li et al. [LDW∗22] draw inspiration from this to
make cloth simulation with frictional contact differentiable.

4.4.2. Multiphysics in Projective Dynamics

Projective Dynamics is an established approach for interactive sim-
ulations especially involving deformables, cloth and multibody sys-
tems including skinning, coupled by frictional contact. There are
also a few works on multiphysics effects such as plasticity, granu-
lar media and fluids. However, their coupling to deformables within
PD remains an open problem.

Multibody Systems, Contact & Damping The original PD
method does not directly support rigid bodies and hard constraints.
To simulate articulated multibodies coupled with deformables more
accurately while maintaining the efficiency of PD, Li et al. [LLK19,
LLK22] propose to represent rigid bodies using affine transforma-
tions that are locally projected to the rigid transformation manifold
SE(3) while taking hard joint constraints into account in an iterative
scheme.

For contact, many PD-based works either use dynamically in-
troduced soft unilateral constraints or springs. To avoid refactor-
izations of the global matrix and to support dry friction, Ly et
al. [LJBBD20] reformulate Projective Dynamics in terms of veloc-
ity degrees of freedom and introduce semi-implicitly computed lo-
cal per-vertex contact forces that satisfy the Signorini-Coulomb law
at every iteration. To facilitate real-time physically-based skinning
of animated skeletons, Komaritzan and Botsch [KB18, KB19] pro-
pose Projective Skinning and a corresponding GPU implementa-
tion based on iterative solvers which supports global self-collisions.
For the simulation of very high resolution meshes with locally re-
stricted collisions in interactive simulators, Wang et al. [WTB∗21]
present a highly optimized method based on partial Cholesky fac-
torization with sparse updates and penalty-based collision con-
straints between selected vertices.
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Based on the barrier potentials used by IPC [LFS∗20], Lan et
al. [LMY∗22] introduced a PD framework with non-penetration
guarantees. They propose a local projection for the barriers and
a two-level iteration scheme where barriers are only added or re-
moved by CCD after several PD iterations to prevent sticking and
oscillations during iterations. Furthermore, they present an aggre-
gated Jacobi solver specifically tailored for better performance on
the GPU.

To improve upon typical naive “ether drag” damping models,
more accurate models such as Rayleigh damping [BOFN18] and
Laplacian damping [LLK18] were proposed with adaptions for PD.
Dinev et al. [DLK18] investigated the numerical damping intro-
duced through the backward Euler integration of PD and propose a
blending technique with the midpoint rule. However, this approach
is not always successful in conserving energy [DLL∗18]. To im-
prove on this, Kee et al. [KUJH21] proposed per vertex constraints
to conserve energy and momentum.

Rods and Cloth For the simulation of rods, Soler et al. [SMSH18]
introduce Cosserat rods into the PD framework by deriving the
local projections and weights for the corresponding stretch, shear
bend and twist constraints.

Simulating cloth with widely used geometrically motivated and
example-based material models is already possible within the orig-
inal PD framework. Recent research mostly aims to improve per-
formance and convergence for highly detailed simulations espe-
cially on the GPU. Li et al. [LFL∗23] propose to accelerate the
global solve using B-spline subspace simulation for low-frequency
motion as preconditioning for a full-order iterative solver. To han-
dle penetration-free contact, they apply a time-splitting and contact
proxy approach inspired by the work of Xie et al. [XLYJ23]. As
collision detection and line search filtering remained a large con-
tributor to the cost of previous methods, Lan et al. [LLL∗24] pro-
pose non-distance barriers that are dependent on the number of it-
erations they are active instead of exact distances and combine this
with a partial CCD scheme. They also use a much smaller subspace
based on a small number of eigenvectors that further improves per-
formance of the global solve.

Elastoplasticity and Granular Materials Based on the Projec-
tive Dynamics local/global solver approach, He et al. [HWW18]
introduced the Projective Peridynamics framework for the mesh-
less simulation of elastoplastic bodies, shells, rods and viscolestic
fluid and granular flows.

Fluids To simulate fluids within the PD framework, Weiler et
al. [WKB16] formulate a density constraint based on an SPH dis-
cretization similar to the Position Based Fluids [MM13] approach
(see Equation (27)) and derive the corresponding local constraint
projections. To avoid costly refactorizations due to changing parti-
cle neighborhoods, they propose to solve the global system with a
matrix-free CG solver instead.

For real-time simulation of fluid and elastic solid coupling,
Brandt et al. [BSEH19] proposed the Reduced Immersed Method
framework, coupling PIC/FLIP fluids [ZB05] and deformables sim-
ulated with model reduction. For the coupling they employed the

immersed boundary method [Pes02] where both fluids and solids
are treated as a single incompressible medium. This approach elim-
inates the need for fluid-solid surface tracking and explicit contact
constraints in the PD solver, but also introduces no-slip conditions
between deformables themselves and to the fluid, which can lead
to sticking. The immersed boundary method can additionally lead
to leakage of fluid through the boundary of thin solids.

5. Constraint-Based Multiphysics Modeling

In constraint-based simulation methods, the simulated multiphysics
system is discretized using a Lagrangian description. A set of con-
straint functions is then used to restrict the motion of the system’s
degrees of freedom and combined with the equations of motion.
This principle modeling approach makes this group of methods
commonly quite robust under coarser material discretizations. This
is specifically beneficial for real-time use cases as it allows re-
ducing the number of degrees of freedom in the system and can
thus lead to significant workload reductions. In contrast to most
approaches from the category of energy-based models in Section 4,
constraint-based methods are also typically designed to handle hard
constraints well. Furthermore, as opposed to explicit penalty-based
methods which struggle with stability when simulating stiff sys-
tems [SLM06], the constraint-based methods presented in this sec-
tion can simulate such systems robustly even under large time steps.

In the most general terms, both approaches employ different
strategies to solve the following non-linear system of equations

Mẍ = f(x)
Cb(x) = 0
Cu(x)≥ 0

(21)

which combines Newton’s second law with nb equality (or
bilateral) and nu inequality (or unilateral) constraints Ck =
[Ck1(x), . . . ,Cknk

(x)]T , where k ∈ {b,u}, for the system’s general-

ized coordinates x = [x1, . . . ,xn]
T , a system mass matrix M, and a

vector of internal and external generalized forces f(x) acting on the
system’s degrees of freedom. This formulation provides a flexible
modeling framework for multiphysics simulations. Through com-
bination of different constraints tailored to the desired behaviors
and interactions in the same system, it enables modeling various
materials and physical phenomena in a strongly coupled, mono-
lithic manner. Figure 5 depicts several examples of constraint-based
simulations in this framework.

In the following, we will present two popular approaches in com-
puter graphics which make use of this formulation and which qual-
ify as unified multiphysics models. An important distinction be-
tween the models is that one uses a time discretization scheme
which first computes the system’s velocities from which it updates
the positions (see Section 5.2), and the other operates directly on
the position-level (see Section 5.1). Details of these models and
their notable differences and commonalities are presented in the
following sections.

5.1. Position Based Dynamics

Introduced to the computer graphics community in 2006 by Müller
et al. [MHHR06] for simulating soft bodies and cloth, Position
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Figure 5: Various examples of constraint-based material simulations. Left: A plastic material resembling modeling clay is pressed into
strings and piles up on the ground [YLL∗24]. Middle: Realistic wrinkles form on a position-based elastic cloth being pushed down by a
heavy object [BKCW14]. Right: Coupled real-time simulation of an articulated excavator, modeled as a stiff multibody system, interacting
with position-based cohesive soil [HG18].

Based Dynamics (PBD) has emerged as a unified multiphysics sim-
ulation model for interactive and real-time simulation over the last
two decades through a number of extensions that allows the ap-
proach to be used for the simulation of other materials and physical
phenomena.

In its original form, the method employs a local optimization
scheme to minimize the errors in a set of constraints that restrict the
motion of a collection of particles representing the discretized ma-
terial [BML∗14]. These constraints can take different forms, mak-
ing it possible to flexibly model different physical phenomena, ma-
terials and their interaction. The method operates directly on the
position-level. Particle positions can only move to admissible posi-
tions, making the scheme very stable and allowing for use of large
time steps [MHHR06]. These qualities, paired with its simplicity,
efficiency and versatility, have made PBD one of the most popular
real-time physics simulation methods for games and VR applica-
tions of recent times. Among others, it is used in the real-time game
multiphysics framework NVIDIA FleX [NVI24]. PBD also finds
application in many popular visual effects tools, such as in Hou-
dini [Sid24], and is also leveraged in other areas, such as medical
simulations [FYCZ23]. A position-based modeling scheme similar
to PBD was previously proposed by Jakobsen [Jak01]. For a more
detailed introduction and overview of PBD, we refer to the survey
of Bender et al. [BMM17].

Foundations of Position Based Dynamics PBD discretizes the
simulated solids into n particles defined by positions xi, veloci-
ties vi and scalar masses mi and defines a set of l position-based
scalar constraints, each restricting the relative positions of a par-
ticle subset. These constraints can be both equality and inequality
constraints, where equality constraints are used for modeling bilat-
eral interactions such as the resistance to stretching between two
material points in a cloth, and inequality constraints are used for

modeling unilateral interactions as for example experienced in a
collision.

In a predictor-corrector type fashion the method first produces
a prediction of the particle positions at the beginning of each sim-
ulation step, denoted by pi, before subsequently correcting the re-
sultant constraint violations. Assuming the particle motion is un-
restricted by any constraints and only affected by external forces,
the particles are moved forward in time using symplectic Euler in-
tegration, yielding

pi = xi +∆tvi +∆t2 Fext(xi)

mi
, (22)

where ∆t denotes the simulation time step and Fext(xi) corresponds
to the external forces applied to particle i. With the predicted parti-
cle positions in hand, temporary unilateral collision constraints are
generated based on the particles’ predicted trajectories, and added
to the set of permanent constraints, which are then iteratively cor-
rected via constraint projections in Gauss-Seidel style. Given the
vector of concatenated predicted positions p := [pT

i1 , . . . ,p
T
in j
]T for

a subset of particles {i1, . . . , in j} constrained by a single constraint
C, PBD finds a position correction p+ ∆p that satisfies the con-
straint through the following linearization approach.

Without loss of generality, linearizing a bilateral, scalar con-
straint of the form C(p) = 0 via a first-order Taylor expansion
yields the approximation

C(p+∆p)≈C(p)+∇C(p)T
∆p = 0 . (23)

The above equation corresponds to an under-determined system for
the unknown ∆p. To address this issue, PBD introduces the scalar
Lagrange multiplier λ and restricts the position correction to lie in
the constraint gradient direction, such that

∆p = λM−1∇C(p) , (24)
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with M denoting a diagonal matrix with dimensions 3n j ×3n j con-
taining the scalar particle masses.

The above condition ensures existence of a unique solution
and also conveniently prevents any linear or angular momentum
gain within the constrained system [BMM17]. By inserting Equa-
tion (24) into Equation (23) we can derive the Lagrange multiplier

λ =
−C(p)

∇C(p)T M−1∇C(p)
, (25)

which is used in Equation (24) to compute the position correction
and to update the particle positions. With each position correction
becoming immediately visible to other constraints, this iterative
scheme is non-linear in nature. The approach can easily be gen-
eralized to also handle unilateral constraints robustly by skipping
the position update for a unilateral constraint in iterations in which
the constraint is not violated.

Finally, after a given number of iterations, the particles’ new ve-
locities are recovered from the change in their positions as vi =
(pi − xi)/∆t, and the particle positions xi are set to the final pre-
dicted and corrected particle positions pi for the next simulation
step. The fact that the velocities are obtained from a change of ad-
missible particle positions rather than through extrapolation makes
the method very stable.

One limitation with this approach is that Gauss-Seidel iterations
may not converge in certain situations [BML∗14], which can be
circumvented by using Jacobi iterations instead [MMCK14]. As an
additional benefit, Jacobi iterations allow for easy parallelization
of the iterative solver, on both GPUs and CPUs, as demonstrated
by Macklin et al. [MMCK14] and Holz [Hol14], respectively.
This can lead to improved performance compared to the original
Gauss-Seidel approach as demonstrated by Frâncu et al. [FM17].
As another alternative to Gauss-Seidel iterations, Goldenthal et
al. [GHF∗07] compute all Lagrange multipliers combined via a lin-
ear solve in each iteration, yielding improved efficiency for inexten-
sible cloth simulations.

Other limitations of the original PBD method are that solutions
are dependent on material resolution, time-step and the number of
solver iterations [BML∗14], and that global angular momentum
is not preserved [DB19]. The latter was addressed by Dahl and
Bargteil [DB19] through particle velocity adjustments.

XPBD The time-step and iteration dependence issue was ad-
dressed by the Extended Position Based Dynamics (XPBD)
method, proposed by Macklin et al. [MMC16]. In XPBD, the non-
physical constraint relaxation approach introduced with the original
PBD method [MHHR06], is replaced with the physically-plausible
constraint relaxation proposed by Servin et al. [SLM06], which also
finds application in the velocity-level formulation presented in Sec-
tion 5.2. In this method, the calculation of the Lagrange multiplier
in PBD, given by Equation (25), is replaced by a Lagrange mul-
tiplier update, which produces a change ∆λ applied to a total La-
grange multiplier λ in each solver iteration. For a purely elastic
constraint C(p), this change is calculated as

∆λ =
−C(p)− α

∆t2 λ

∇C(p)T M−1∇C(p)+ α

∆t2

, (26)

where α corresponds to the constraint’s compliance (or inverse
stiffness). Viscous or visco-elastic constraint behavior can also be
modeled [MMC16]. Note that, for XPBD, the position correction
from Equation (24) uses ∆λ instead of λ as well. We can see that
the original PBD update is recovered from Equation (26) for zero
compliance with α = 0 (i.e. for hard constraints).

The XPBD solver is derived from a Quasi-Newton method which
approximates the system’s Hessian with its mass matrix, ignoring
second derivatives of the constraint functions [MMC16]. Specifi-
cally for interactive real-time applications, this has several advan-
tages, as calculating the Hessian is a time consuming process, and
its use requires strategies for dealing with indefinite or singular
Hessians [BML∗14], creating challenges for robustness. While this
approximation in XPBD reduces the convergence rate (compared
to Newton’s method), it does not significantly impact the end result
of the XPBD solver and makes it more competitive for interactive
applications. In some cases however, a second simplification em-
ployed in the derivation of XPBD, which always assumes the non-
linear residual (corresponding to the right hand side in Newton’s
method) to be zero, can prevent it from reaching force balance with
respect to the equations of motion. For example, this entails that
performing more solver iterations does not necessarily minimize
the inertia potential of the system. This was recently addressed by
Chen et al. [CHC∗24a].

The high stability of (X)PBD is related to its derivation from
implicit Euler integration [MMC16, FM17], a characteristic also
found in Projective Dynamics (PD) (see Section 4.4). As a con-
sequence, both methods suffer from artificial damping introduced
by this numerical integration scheme, which causes strictly dissi-
pating energy in the system depending on the time step size. This
issue is not present in the constraint-based simulation method de-
scribed in Section 5.2, which uses semi-implicit time integration.
In order to reduce the artificial damping in PBD, higher-order in-
tegrators could be used [BMM17]. For inverse problems including
parameter, pose and shape optimization involving deformables and
contacts, XPBD can also be made differentiable as demonstrated
by Stuyck and Chen [SC23].

Performance Improvements A multigrid approach for improv-
ing the convergence rate of the PBD solver was proposed by
Müller [Mü08]. With the same goal in mind, Wang [Wan15] pro-
poses the use of the Chebyshev method applied to the Jacobi-
style PBD solver [MMCK14, Hol14]. The authors’ experiments
show that while this approach works well in certain cases, it
is unable to significantly improve the rate of convergence in all
cases and can even lead to divergence [Wan15]. Mercier-Aubin
and Kry [MAK24] employ model reduction techniques to adap-
tively rigidify portions of elastic solids simulated in XPBD, based
on local strain rates within the material, significantly reducing the
workload and increasing the convergence rate in XPBD. Macklin
et al. [MSL∗19] employ sub-stepping with reduced solver itera-
tions, yielding improved convergence and higher accuracy, as well
as reduced artifical damping through improved energy conserva-
tion. Higher accuracy in XPBD can also be achieved by correcting
energy residuals in constraints [Cet19].

Commonly, graph coloring algorithms [FP13] are used for the
parallelization of Gauss-Seidel-style solvers as featured in PBD.
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For dense constraint networks this approach can yield large num-
bers of independent constraint partitions which reduces the level of
solver parallelism. Thon-That et al. [TTKA23] address this issue
by employing a block-iterative approach and applying graph col-
oring on the resultant graph of sub-domains. This sub-structuring
leads to faster solver convergence while also reducing the num-
ber of independent constraint partitions, consequently improving
solver parallelism.

Fluids For Position Based Fluids (PBF), Macklin and
Müller [MM13] employ the fluid model proposed by Bodin
et al. [BLS12]. Here, an incompressible fluid is modeled using the
constraint Ci = ρi/ρ0 −1 = 0, which enforces a uniform reference
density ρ0 at every position xi in the medium. The per-particle
density ρi is computed using SPH-based material interpolation
(see Section 2.1), yielding the position-level fluid constraint

Ci =
1
ρ0

n

∑
j=1

m jW (xi −x j,h)−1 = 0 (27)

which dynamically constrains each fluid particle i to its neighboring
particles j within the compact support of the SPH kernel W . As in
SPH, here we also assume an entirely meshfree Lagrangian view of
the medium, which makes the method ideal for modeling the large
deformations observed in fluids.

Takahashi et al. [TNF14] extend the above method for the simu-
lation of viscous fluids with elasticity, capturing buckling and coil-
ing effects, and demonstrating phase transitions caused by tem-
perature changes. Xing et al. [XRW∗22] introduce a strong sur-
face tension model based on an area-minimization constraint. The
constraint is derived from local meshes constructed at the fluid
interface, thereby overcoming limitations in the original model
which makes use of artificial pressure terms [MM13]. Abu Rum-
man et al. [ARNM∗20] propose a technique for the two-way
coupling of deformable PBD solids and SPH fluids, which can
handle challenging scenarios such as leakage-free interactions
with thin deformable shells, and overcomes the issue of particle
clumping and visible gaps at fluid/solid boundaries in the origi-
nal PBF [MM13]. In their unified SPH-based multiphysics model,
Shao et al. [SLZ17] use position-based non-penetration constraints
to improve fluid/solid coupling and enable small-scale turbulences
through vorticity constraints that are solved using PBD. Macklin
et al. [MMCK14] propose a PBD framework for the unified simu-
lation of position-based fluids, smoke, rigid bodies and deformable
solids using a GPU-based Jacobi solver. Barreiro et al. [BGAO17]
demonstrate position-based simulations of viscous, viscoelastic,
elastoplastic, and inviscid liquids, for which they employ a novel,
doubly constrained PBD solver that can handle position-based con-
straints as well as the velocity-based constraints required by their
proposed viscoelasticity model.

Rigid Bodies Further extending the capabilities of the PBD frame-
work for multiphysics modeling, Deul et al. [DCB16] enable maxi-
mal coordinate rigid body dynamics simulation with joints in PBD
by strongly coupling position-based rigid bodies with particles in
a unified manner. This approach has stability benefits compared to
the direct forcing method proposed by Müller et al. [MHHR06] for
coupling PBD particles with rigid bodies. The method was later

also applied for modeling rigid bodies in XPBD, with further ex-
tensions for simulating restitution and friction [FM17, MMC∗20].

Continuous Materials To model continuous materials in PBD,
various works derive position-based constraints from constitutive
material models for elastic, viscous and plastic deformable solids.

Bender et al. [BKCW14] were the first to demonstrate how
to model continuous materials in the PBD framework indepen-
dent of the resolution in the material discretization – a limita-
tion of the original PBD approach [BML∗14]. The method uses
an FEM-based material discretization and employs position-level
constraints on the strain energy in deformed tetrahedral volume el-
ements, and captures various complex physical phenomena such
as lateral contraction, anisotropy, viscoelasticity and elastoplastic-
ity. Müller et al. [MCKM15] propose a strain limiting approach
by directly constraining the entries of the Green–Saint-Venant
strain tensor via position-based constraints, which was recently
adapted for use in XPBD [Cet24]. Macklin et al. [MMC16] and
Francu et al. [FM17] employ a constraint regularization method
for resolution-independent simulation of elastic, continuous ma-
terials in XPBD, initially proposed by Servin et al. [SLM06] for
constraint-based modeling at the velocity-level (see Section 5.2).
Rather than constraining strain energies directly as proposed by
Bender et al. [BKCW14], here, position-based constraints are de-
rived from elastic energy potentials and included in the XPBD
framework. While the method is limited to Hookean materials, a re-
cent extension enables Neo-Hookean materials [MM21]. Ton-That
et al. [TTKA23] further improve the approach, demonstrating bet-
ter convergence, and Chen et al. [CHC∗24a] later generalize XPBD
to arbitrary hyperelasticity by reinterpreting the Lagrange multipli-
ers as components of the stress tensor. Their method also shows
significantly improved accuracy and convergence behavior. Saillant
et al. [SZDJ24] introduce a constraint formulation of higher-order
finite elements for XPBD, increasing simulation accuracy and per-
formance. They also address that some continuous material con-
straints were not stable at rest in XPBD.

As an alternative to the physically accurate methods above, effi-
cient simulation of visually plausible deformations can be achieved
with shape matching, in which sets of material points are regrouped
and their deformed state mapped to the undeformed rest state of a
target shape without any need for connectivity information. This
geometrically motivated approach was introduced by Müller et
al. [MHTG05] and subsequently adapted to the PBD framework
for deformation and fracture [Cho14,CMM16]. For more informa-
tion about this family of techniques we recommend the survey on
PBD by Bender et al. [BMM17].

Rods As a special type of continuous material, rods find applica-
tion in various areas of computer graphics, in both real-time and of-
fline scenarios. They are particularly well-suited for the representa-
tion of hair, fur, vegetation, cables and ropes, and several position-
based approaches have been proposed for their simulation.

Müller et al. [MKC12] use a follow the leader approach for mod-
eling simple, position-based rods in PBD designed for inextensible
hair and fur. While the method guarantees zero stretch in a single
iteration, making it very fast, it suffers from energy injection and
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results in implausible behavior, which is addressed through artifi-
cial damping. Umetani et al. [USS15] introduce a novel discretiza-
tion of Cosserat theory for the position-based modeling of bending
and twisting elastic rods by using ghost points to define consistent
rod material frames. Kugelstadt and Schömer [KS16] extend the
approach through use of quaternions as material frames, allowing
them to formulate strain measures directly as position and orienta-
tion constraints. For the simulation of stiff, elastic rods and trees in
XPBD, Deul et al. [DKWB18] replace the standard Gauss-Seidel
solver by a direct solver, which guarantees high material stiffness
and yields significant speed-ups compared to [USS15] and [KS16].
Angles et al. [ARM∗19] add support for volumetric deformations,
and demonstrate volume conservation of compressed or extended
rods.

Granular Materials We can identify two popular approaches for
modeling granular materials in literature, both of which are com-
patible with the Position Based Dynamics framework. These are
DEM-based approaches and approaches based on plasticity theory.

DEM-based simulation of cohesionless granular materials in
PBD was demonstrated by both Holz [Hol14] and Macklin et
al. [MMCK14], employing inter-particle Coulomb friction con-
straints modeled at the position-level for stable piling of granular
materials. Holz [Hol14] improved the behavior further by model-
ing constraints as spring-dampers, enabling viscoelastic material
behavior and making the artificial damping proposed by Müller
et al. [MHHR06] unnecessary for this use case. Viscoelastic con-
straint behavior was also proposed by Macklin et al. [MMC16] in
XPBD, and also by Francu et al. [FM17] who demonstrated vis-
coelastic collisions among others for granular material simulation.
Later, Holz and Galarneau [HG18] modeled position-based cohe-
sive granular materials through use of a unilateral adhesion con-
straint derived from a capillary bridge model, details of which can
be found in [KKHS20].

In a variation of XPBD, Yu et al. [YLL∗24] employ plasticity
theory for the simulation of granular and other inelastic materi-
als. Their proposed eXtended Position-Based Inelasticity (XPBI)
framework can represent a variety of visco- and elastoplastic ma-
terials, such as snow, sand, metal and foam in a unified, strongly
coupled manner. Just like MPM (see Section 3.5), XPBI employs
a hybrid grid-particle discretization, which facilitates capturing the
large plastic deformations and fracture commonly observed in plas-
tic and granular materials. However, without use of an Eulerian
background grid, XPBI does not suffer from the grid artifacts com-
mon to MPM simulations.

5.2. Nonsmooth Multidomain Dynamics

Nonsmooth, constraint-based modeling of rigid bodies with inelas-
tic collisions has a long history going back to the influential work
of Jean-Jacques Moreau beginning in the 1960s [Mor63, Mor85].
Since then, this approach has been applied successfully in a num-
ber of popular rigid body dynamics methods, among others using
Lagrange multipliers and Linear Complementarity Problem (LCP)
formulations [Bar94, MC95, ST96, Bar96, AP97, Ste00, Erl05]. For
an overview of this family of methods, the reader is referred to the
state-of-the-art report by Bender et al. [BET14].

While providing a high level of system modularity, constraint-
based formulations using Lagrange multipliers are known to be
plagued by constraint drift when formulated on the acceleration-
or velocity-level [Bar96, Ben07]. This limitation can be addressed
using constraint stabilization techniques [Bau72], which, how-
ever, can make the system difficult to configure in a stable
manner [SLM06]. A physically motivated constraint regulariza-
tion technique proposed by Servin et al. [SLM06] and Lacour-
sière [Lac07b, Lac07a] addresses this issue, as it both prevents
constraint drift and assigns physical meaning to the regulariza-
tion, thereby allowing a physically meaningful parametrization of
the simulation model. Consequently, this approach enables the
constraint-based representation of physical phenomena and mate-
rials other than only rigid bodies with inelastic collisions, enabling
unified nonsmooth modeling across different material domains.

The resultant Nonsmooth Multidomain Dynamics (NMD) model
shows strong similarities with the velocity-based rigid body dy-
namics method proposed by Erleben [Erl05], apart from the afore-
mentioned regularization approach. This scheme, which is based
on the interpretation of a constraint as the limit of strong (or stiff)
potentials, allows “softening” constraints in a physically plausible
manner, giving them viscoelastic properties. As a simple exam-
ple, contact constraints can easily be formulated to act as spring-
dampers, in accordance with the viscoelastic Kelvin-Voigt mate-
rial model, as shown by Andrews et al. [AEF22]. Another benefit
of the proposed regularization scheme is that it improves the ro-
bustness of the method if a certain minimal constraint compliance
is always maintained, as this causes the system matrix to become
positive definite, thus ensuring the existence of a solution even in
cases where the system is overconstrained or the constraints are
degenerate [SLM06]. The same constraint regularization also gave
rise to XPBD (see Section 5.1). NMD has not only been applied in
the field of computer graphics but also in the context of engineer-
ing [CM 24,Alg24]. A closely related formulation was proposed by
Macklin et al. [MEM∗19] who also make use of a constraint-based
complementarity formulation for the simultaneous and nonsmooth
modeling of strongly coupled deformable and rigid bodies.

Formulation Details In the Nonsmooth Multidomain Dynamics
framework the simulated domain is discretized into a set of el-
ements with generalized coordinates x which can be, e.g., parti-
cles or rigid bodies. As in Equation (21), kinematic inequality and
equality constraints are defined between these elements and com-
bined with the equations of motion. This leads to a system of differ-
ential algebraic equations (DAE) with complementarity conditions,
also known as differential variational inequality (DVI), which is
posed as a Mixed Linear Complementarity Problem (MLCP). This
problem formulation lets the method naturally capture both bilat-
eral and unilateral constraint behavior, including rigid contacts with
friction. For time discretization, a symplectic time stepping scheme
is employed, in which the constraint forces are solved implicitly.
This makes the method stable under large time steps and provides
favorable energy-conservation properties. The general formulation
follows in the footsteps of seminal works such as the methods pro-
posed by Baraff [Bar94] and Stewart and Trinkle [ST96].

By using the acceleration approximation ẍ≈ (v+−v)/∆t and by
splitting the generalized forces into external and constraint forces,
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f(x) = fext + fc, we can discretize Newton’s second law of motion
in Equation (21) as

M v+−v
∆t

= fext + fc, (28)

where v and v+ corresponds to the generalized velocity vectors at
the end of the last and the next time step, respectively.

The constraint forces fc arise through the constraint regulariza-
tion method proposed by Servin et al. [SLM06] for modeling com-
pliant constraints as the stiff limits of strong elastic or dissipative
energy potentials. In the elastic case, these energy potentials are
defined as quadratic functions of the form

U(x) = 1
2

C(x)T
α
−1C(x) , (29)

where C(x) = [C1(x), . . . ,Cm(x)]T denotes a vector of m scalar
constraint functions, and α corresponds to a symmetric, block-
diagonal compliance (or inverse stiffness) matrix used to relax the
constraints. The forces derived from such a potential are well-
defined, and correspond to the negative gradient of the potential
function [SLM06], which yields

fc =−∇U(x)T =−JT
α
−1C(x) , (30)

with Jacobian matrix J = ∇CT . Viscous constraint forces can be
derived from Rayleigh dissipation potentials, analogously. Details
are provided in [Lac07b].

By introducing a vector of Lagrange multipliers, λ = −α
−1C,

which represent the scalar constraint forces in Equation (30), we
can rewrite the vector of constraint forces as fc =∇Cλ and derive
the following regularized form of the system’s constraints:

C(x)+αλ = 0 . (31)

Above, w.l.o.g., we have assumed that the system only contains
bilateral constraints for now. Using a first-order Taylor expansion
to approximate the constraints at the end of the next time step as
C(x+) ≈ C(x)+∆tJv+, we can reformulate the regularized con-
straints on the velocity level as

Jv++αλ =−C(x)/∆t . (32)

This lets us combine the regularized constraints with the discretized
form of Newton’s second law, given in Equation (28), in a single,
combined system of equations:[

M −JT

J α

][
v+

λ

]
=

[
Mv+∆tfext
−C(x)/∆t

]
. (33)

Above, we have used units of impulses rather than forces for λ for
simplicity. Solving the above system yields the future generalized
velocities v+ from which the updated positions can be computed.
This makes the time stepping semi-implicit in nature. Here, we can
also see the aforementioned numerical robustness of this formula-
tion caused by the constraint compliance matrix α which ensures
that the system matrix remains positive definite.

Unilateral (or inequality) constraints can be directly incorporated
into this formulation by generalizing the above linear system to
a Mixed Linear Complementarity Problem (MLCP) [Lac07b] as
we will see in the following. Analogous to Equation (33) and after
separating the system’s constraints into bilateral constraints Cb and

unilateral constraints Cu with corresponding Jacobians Jb and Ju,
respectively, we can cast the discretization of Equation (21) into the
MLCP

M −JT
b −JT

u
Jb αb 0
Ju 0 αu

v+

λb
λu

−

Mv+∆tfext
−Cb(x)/∆t
−Cu(x)/∆t

=

0
0
w


0 ≤ w+ ⊥ λu − l ≥ 0
0 ≤ w− ⊥ u−λu ≥ 0

, (34)

with component-wise complementarity operator ⊥, and slack vari-
able w = w+−w−, where w+ and w− assemble the absolute val-
ues of the positive and negative components of w, respectively. The
vectors l and u respectively define component-wise lower and up-
per bounds on the unilateral constraint impulses λu, and λb denotes
the unbounded bilateral constraint impulses. The bilateral and uni-
lateral constraints are regularized by the compliance matrices αb
and αu, respectively. Through the lower and upper bounds com-
bined with the complementarity conditions, the above formulation
naturally and robustly supports unilateral behavior with physically
restricted force limits, such as collisions, friction or joint motors.
For example, collisions with adhesion can easily be modeled by
setting the lower limit of a unilateral contact constraint to the ad-
hesive limit, and the upper limit to ∞ to prevent any interpene-
tration [GZO10]. Consequently, this MLCP formulation provides a
convenient modeling platform for various, strongly-coupled physi-
cal phenomena.

There are several numerical approaches for solving MLCPs, in-
cluding iterative methods such as Projected Gauss-Seidel and direct
methods such as Block Principal Pivoting [EATK18]. Efficiency of
the latter can be improved through substructuring [PAK∗19] or via
low-rank downdates of the system matrix factorization [ELA19].
The hybrid reduced/maximal coordinate approach for constraint-
based modeling of rigid and deformable articulated multibodies,
proposed by Wang et al. [WWB∗19], which can significantly in-
crease the efficiency of multidomain simulations over purely maxi-
mal coordinate approaches can potentially also be applied to NMD.

Relation to Position Based Dynamics XPBD (see Section 5.1)
shows a strong resemblance to the NMD framework as it solves
a system that is very similar to Equation (33). The main differ-
ence lies in the fact that XPBD uses a position-level formula-
tion [MMC16] while NMD operates on the velocity-level. Further-
more, in NMD’s modeling framework, unilateral constraints are di-
rectly represented in the nonsmooth formulation in Equation (34),
while XPBD starts with a smooth formulation analogous to Equa-
tion (33) and incorporates unilateral constraints later within its it-
erative solver. Also, NMD uses a semi-implicit Euler integrator as
opposed to (X)PBD which is derived from implicit Euler integra-
tion [MMC16].

The recently proposed XPBI [YLL∗24] method, which is di-
rectly derived from XPBD, shows a remarkable resemblance with
NMD. The method heavily relies on robust estimates of velocity
gradients required for deformation gradient updates. The authors
therefore propose to reformulate the method’s underlying XPBD
time stepping on the velocity-level. This leads to the emergence
of a semi-implicit Euler time stepping in XPBI that strongly re-
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sembles the NMD system in Equation (33), which, if solved using
a Projected Gauss-Seidel approach, is almost equivalent to XPBI.
Consequently, just like NMD, XPBI falls into the category of sym-
plectic integrators which do not suffer from the artificial numer-
ical damping found in methods based on implicit Euler integra-
tion [SLM06,Lac07b] such as (X)PBD (see Section 5.1) or Projec-
tive Dynamics (see Section 4.4).

Coupling with PBD Particles Elements in NMD can easily be
weakly coupled with particles simulated in PBD through use of the
generalized external force term fext in Equation (28). An interface
constraint between the PBD particle and the NMD element can be
formed and included in the PBD solver, with the NMD element as-
sumed fixed. An interface force can then be derived from the resul-
tant change in momentum induced by PBD’s particle position cor-
rections and added to the external force term in NMD [MHHR06].
Figure 5 (right) depicts a cohesive soil modeled in PBD [HG18]
weakly coupled with an articulated excavator in NMD using this
technique. While this simple coupling technique is effective in
many situations, it can cause undesired force oscillations in stiff
situations or with large time steps, which can be remedied through
reductions of the time step, and consequently, performance. Alter-
natively, for guaranteed stability and strong coupling, unified mod-
eling using either PBD or NMD can be preferable.

Rigid Bodies and Contacts The velocity-based formulation in
NMD naturally lends itself to the simulation of constrained multi-
body systems with unilateral contacts [AP97, Lac07b, Lac07a].
Velocity-level effects such as dynamic friction, joint actuation with
target velocities, as well as restitution can be directly incorporated
into the framework. This is not the case for PBD (see Section 5.1)
which operates on the position-level and requires special treatment
for incorporating certain velocity-level phenomena, e.g., through an
added velocity-level constraint correction phase in the solver pro-
posed by Müller [MMC∗20]. In contrast, in order to add a target
velocity to constraints in NMD, a component-wise target velocity
vector can directly be added to the right hand side of the constraint
equation (32). Details on various contact and friction models for
this formulation can be found in Bender et al. [BET14] and An-
drews et al. [AEF22].

Fluids Analogous to the approach used in Position Based Dy-
namics (see Section 5.1) and Projective Dynamics (see Sec-
tion 4.4), Bodin et al. [BLS12] suggest modeling incompress-
ible fluids in NMD using the fluid constraint given in Equa-
tion (27) which imposes a constant and uniform density through-
out the medium, an approach previously proposed by Pozorski and
Wawreńczuk [PW02] for SPH-based fluids. After conversion to the
velocity-level, the constraint can readily be included in the NMD
system of equations (see Equation (33)), enabling strongly coupled
fluids with other NMD materials. Rather than modeling fluids di-
rectly within NMD, coupling of NMD solids with Eulerian fluids
can also be achieved through specialized fluid-solid coupling tech-
niques. See Section 3.2 for details.

Continuous Materials Through the aforementioned constraint
regularization, simulation and strong coupling of other materials

can be achieved, including volumetric elastic solids and elastic
rods.

Servin et al. [SLM06] proposed an FEM-based material dis-
cretization for simulating elastic solids in NMD, also applied to
XPBD [MMC16]. By limiting the method to Hookean materials
only, the elastic potential energy caused by the strain in a given
volume element can be specified in the quadratic form shown in
Equation (29) as

U =
1
2
(V

1
2 ε)T

α
−1(V

1
2 ε) , (35)

where V is the volume of the corresponding tetrahedron, ε is the
Green strain tensor and α

−1 corresponds to the material’s stiffness
matrix. Based on Equation (29) above, we immediately see the
constraint function C = V

1
2 ε, which can be included in the NMD

formulation.

Servin and Lacoursière [SL08] propose an elastic rod model in
NMD based on a lumped element approach, intended for cable sim-
ulation. Rod elasticity is introduced by the Kirchhoff rod model to
NMD’s constraint regularization. Stability of the method at large
time steps and under large mass ratios was subsequently improved
through adaptive switching between lumped elements and mass-
less rod representations [SLNB10]. General simulation stability of
NMD was improved through inclusion of geometric stiffness terms
in the mass matrix, as proposed by Tournier et al. [TNGF15], which
is specifically beneficial for stiff cable simulations under heavy
loads. Andrews et al. [ATK17] note that inclusion of the geomet-
ric stiffness terms directly in the mass matrix leads to the loss of
its numerically advantageous block-diagonal, symmetric structure,
consequently posing numerical challenges for solving the system.
They propose the inclusion of geometric stiffness through adaptive
constraint damping which retains the advantages of the system ma-
trix structure while still providing the desired stability benefits.

Granular Materials Simulation of granular materials in NMD
based on a nonsmooth DEM (NDEM) representation was pro-
posed in [SWLB14]. The authors use the constraint regularization
in NMD to model particle interaction forces based on the spher-
ical Hertzian contact model, leading to scale and resolution in-
variant simulation results. Nordberg and Servin [NS18] use plas-
ticity theory for the simulation of elastoplastic materials in NMD,
demonstrating realistic soil deformation and hardening effects in
their method.

Suction and Adhesion Constraints provide a scaffolding through
which various natural phenomena are modeled in NMD simula-
tions. Recently, Bernardin et al. [BCK∗22] used this approach to
simulate passive suction between elastic bodies using a pressure
constraint based on the ideal gas law. Their formulation couples an
elastic body simulation based on Baraff and Witkin [BW98] with
a constraint solve involving friction, contact, and pressure. Pres-
sure forces are computed to satisfy the gas law, which accounts for
changes in the volume and trapped air quantity of the suction cavity.
Gascon et al. [GZO10] proposed a constraint-based model inspired
by thermodynamics for simulating adhesive contacts in which the
traction at the contact is capped by the adhesion intensity. Their
unilateral adhesion constraint can be immediately integrated into
the MLCP in Equation (34).
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6. Multiphysics Frameworks

This section presents a selection of frameworks for multiphysics
simulation which make use of the mathematical models, cou-
pling techniques and discretizations discussed in this report. These
frameworks offer convenient out-of-the-box simulation capabilities
via ready-to-use interfaces which allow easy deployment of simu-
lations or extensions of the frameworks’ capabilities. Some frame-
works employ a single unified model while others use a modular
approach and combine different formulations and discretizations
through coupling techniques and expose them in a unified simula-
tion suite. We will briefly discuss several popular frameworks in
this section.

6.1. Chrono

Tasora et al. [TSM∗16] propose the Chrono framework which
enables fully coupled multiphysics simulations of rigid and de-
formable bodies, fluids and granular materials. It is designed for
use in engineering applications, and, depending on the resolution
and scale of the simulation, can achieve real-time frame rates, or
can be used for accurate offline simulations. The framework is
freely available with source code and documentation accessible at
https://projectchrono.org.

The framework combines a number of simulation models and
provides out-of-the-box coupling for their interactions. Constrained
rigid bodies are represented using the Nonsmooth Multidomain
Dynamics (NMD) formulation presented in Section 5.2. Granular
materials are represented using either a nonsmooth DEM approach
within NMD or via a penalty-based method. Fluids are modeled
using SPH and coupled with solids using boundary particles. Rods,
sheets and thin beams are represented using the Absolute Nodal
Coordinate Formulation (ANCF), and for volumetric flexible ele-
ments a corotational FEM approach is employed. The advantage
of using ANCF is that it can be embedded within the mathemati-
cal framework of NMD and thus provides strong coupling without
need for any explicit coupling technique [TSM∗16].

6.2. SOFA

With SOFA, Faure et al. [FDD∗12] propose a versatile, extensi-
ble framework based on multiple overlayed data models, provid-
ing flexible data flow and algorithm control that targets interactive
and real-time multiphysics simulation for virtual surgery training.
SOFA is an open-source framework with documentation and source
code available at https://www.sofa-framework.org.

The framework provides a readily available multi-material sim-
ulation system. Fluids are modeled using SPH. Deformable bodies
are simulated using corotational FEM, which interact with rigid
bodies through unilateral contact constraints, solved using a pro-
jected Gauss-Seidel method. In addition, the framework offers var-
ious linear solvers and constraint solvers supporting both bilateral
and unilateral constraints which can be employed to any simulation
problem.

6.3. Loki

Entirely tailored to offline simulations for the film industry, the
Loki multiphysics framework, proposed by Lesser et al. [LSD∗22],
employs a generic coupling approach that uses interleaved Newton
iterations of the individual methods at small time steps, which en-
sures a high level of solution accuracy. This approach also allows
for the use of best-in-class methods for simulation of different ma-
terial types, while avoiding combinatorial explosions from the use
of an abundance of specialized coupling methods for the various
pair-wise material type interactions. This is made possible through
the use of generic and common material descriptions shared by
all methods, such as Lagrangian particles and Eulerian grid nodes
carrying common physical material quantities. For increased per-
formance and scalability, Loki uses heterogeneous computing and
distribution of workloads via MPI. Loki is a commercial framework
that is currently not available to the public.

6.4. STARK

STARK was introduced by Fernández-Fernández et al. [FFLL∗24]
as an open-source framework with state-of-the-art methods for
energy-based simulations as outlined in Section 4. In this origi-
nal work, the framework is qualitatively validated in challenging
scenarios of friction-dominated robot-cloth interactions. STARK
features implementations of widely used models for deformable
solids, shells, rigid bodies with joints and motors as well as an
IPC-based model for frictional contact. For the numerical so-
lution it uses Newton’s method with line search. The frame-
work can be used as a black box simulator using high-level
C++ and Python APIs. However, it is also well suited for re-
search and development of new models as it uses the sym-
bolic differentiation engine SymX [FFLW∗23] to handle the dif-
ferentiation and assembly components. This makes it possible
to add new models by only specifying a scalar energy poten-
tial in symbolic form. STARK has already been used in several
recent publications that demonstrate the advantages of energy-
based strong coupling for multiphysics applications [LFFJB24,
WFFJB24, LFFJ∗23]. The source code is available at https://
github.com/InteractiveComputerGraphics/stark.

6.5. SPlisHSPlasH

SPlisHSPlasH [B∗24] is a research-driven open-source SPH simu-
lation framework. The implementation contains many of the state-
of-the-art methods discussed in Section 2.1, including most pres-
sure solvers and boundary handling approaches as well as im-
plicit methods for elasticity, viscosity and surface tension. Its ar-
chitecture supports weak coupling in both a unified and non-
unified way through interaction forces. It is used by a multi-
tude of recent works either as a data-generation tool for learn-
ing methods, or as a reference implementation for comparison
purposes. In recent years, it has also found application in the
engineering community, e.g., for welding and thermally-sprayed
coating simulations [JSS∗22, JBB∗22]. It is actively being devel-
oped and provides a Python interface for easy access and us-
ability, with source code available at https://github.com/
InteractiveComputerGraphics/SPlisHSPlasH.
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6.6. NVIDIA Flex

NVIDIA Flex [NVI24] is a freely available multiphysics frame-
work for the real-time time simulation of various materials in-
cluding rigid and deformable bodies and fluids on the GPU. The
framework is tailored for use in video games and VR. Its imple-
mentation is based on the unified position-based dynamics method
proposed by Macklin et al. [MMCK14]. Due to its lack of vari-
ous functionalities required in gameplay mechanics such as colli-
sion queries and callbacks for integration with game applications,
manual coupling of Flex with CPU-based rigid body dynamics en-
gines commonly used in games might be required. For this pur-
pose the coupling approach described in Section 5.2 can be used.
NVIDIA Flex provides access to source code which is available at
https://github.com/NVIDIAGameWorks/FleX.

6.7. Open-Source MPM Simulators

Various open-source multiphysics frameworks based on MPM (see
Sec. 3.5) are available.

Karamelo [dVNNT21] provides a lightweight C++ framework
for unified CPU-based multiphysics simulations using MPM, de-
signed to be easy to modify in order to facilitate research con-
ducted on and with MPM. Parallelization is offered through use
of MPI. Documentation and source code are available at https:
//karamelo.org.

With Taichi, Hu et al. [HFG∗18] make the implementation
of their method freely available at https://github.com/
yuanming-hu/taichi_mpm. Taichi provides a high perfor-
mance CPU implementation of MLS-MPM with cutting support
and two-way coupling with rigid bodies that offers a convenient
Python API.

A GPU implementation of MPM using CUDA is provided by
Gao et al. [GWW∗18] that offers support for multiple particle-to-
grid transfer schemes, FLIP, APIC and MLS, and enables both im-
plicit and explicit time integration. The source code can be found
at https://github.com/kuiwuchn/GPUMPM.

7. Emerging Trends

In this section, we briefly discuss trends and breakthroughs in mul-
tiphysics simulation that are emerging from the computer graphics
community.

Notably, there is increasing interest on developing simulation
techniques that leverage recent advances in machine learning, with
the motivation being that increased levels of detail and realism can
be achieved at reduced computational cost. Much work on this topic
focuses on deriving a reduced simulation model by sampling be-
havior obtained from traditional simulation techniques. Some ap-
proaches have focused on end-to-end learning of response to exter-
nal interactions with learned physical objects [TPNK24,HDDN19],
whereas other approaches focus on improving performance by
learning reduced latent sub-spaces [CXC∗23, CCW∗23, SYS∗21].
Zong et al. [ZLL∗23] used a common latent representation to learn
neural fields embedding the deformation, stress and affine mo-
mentum for MPM simulations of fracture and elastoplasticity for

a wide range of material behaviors. The recently proposed Sim-
plicits [MSP∗24] addresses the problem of performing elastody-
namic simulation of solids from arbitrary geometric representa-
tions, thereby foregoing the need for specific mesh-based or point-
based discretizations. Models derived from the rendering commu-
nity have also proven interesting for their ability to combine visual
appearance and physical dynamics [FSL∗23, LQC∗23, XZQ∗24].
Point-based simulation frameworks in particular have recently been
demonstrated to pair well with 3D Gaussian Splatting [JYX∗24],
and results demonstrating fluid-solid interactions have also be
shown [FFS∗24].

Although many methods in this class of emerging approaches
tend to focus on simulation of individual phenomena or a spe-
cific material behavior, there is increasing emphasis on integrating
neural models in a multiphysics setting. Development of frame-
works that facilitate research on this topic is therefore interest-
ing [HNN∗21, Aut24].

8. Conclusion

This state-of-the-art report presents a comprehensive overview of
the techniques developed by the computer graphics community for
multiphysics simulation and modeling. We cover the Lagrangian
and Eulerian viewpoints of multiphysics simulation, as well as hy-
brid approaches such as the Material Point Method that aim to
leverage the benefits of both.

Several strategies for modeling a multitude of natural phenom-
ena are also identified. For instance, unified models (cf. Table 1)
combine the simulation of multiple interacting materials and phe-
nomena in a monolithic formulation. Such formulations naturally
lead to strong coupling between interacting elements. Conversely,
coupling techniques (cf. Table 2) allow combining different phe-
nomena and materials using a modular approach, allowing the mod-
els that are best suited to the application to be selected. Insights
provided by this report guide the reader in the process of selecting
suitable methods for their own multiphysics simulation use cases.
We additionally aim to more broadly disseminate the high quality
work being done in the community. The tables included in this re-
port, Table 1 and Table 2, give a quick overview of the scientific
contributions and state-of-the-art in this field, and conversely can
assist researchers in identifying areas with room for further contri-
butions. This includes physical phenomena that are underexplored
or not yet supported in a given unified model, or still to develop
coupling techniques for certain material or model combinations.

Finally, we touch on some of the rising trends in physics-based
animation, such as the use of machine learning and neural models.
These trends will likely have a significant influence on multiphysics
simulations and spur follow-on research from the community in the
years to come.
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Table 1: Overview of unified models for multiphysics simulations. These modeling approaches are able to represent a variety of interacting
physical materials and phenomena by means of monolithic mathematical frameworks.

Lagrangian Point-Based
Methods (Sec. 2)

Eulerian & Hybrid Methods
(Sec. 3)

Energy-Based Modeling
(Sec. 4)

Constraint-Based Modeling
(Sec. 5)

Deformables (elastic
& plastic)

[MKN∗04] [PKA∗05]
[SSP07] [BIT09] [MKB∗10]
[YJL∗16] [YCL∗17]
[PGBT18] [CLC∗20]
[KBF∗21] [KUKH23]

[SZS95] [CGFO06]
[LLJ∗11] [SSJ∗14] [JSS∗15]
[YSB∗15] [TLK16]
[FGG∗17] [GTJS17]
[JGT17] [ZB17] [GHF∗18]
[HFG∗18] [FLGJ19]
[HGG∗19] [SXH∗21]
[LLJ22] [TB22] [QLY∗23]
[LLH∗24] [TLZ∗24]

[BAV∗10] [BUAG12]
[SB12b] [SHST12]
[BML∗14] [GSS∗15]
[LBK17] [BOFN18]
[SGK18] [LFS∗20]
[MEM∗20] [LMY∗22]
[LCK22] [LLJ22] [KE22]
[LFFJ∗23]

[Jak01] [MHTG05]
[MHHR06] [SLM06]
[MMCK14] [BKCW14]
[Cho14] [MCKM15]
[CMM16] [DCB16]
[MMC16] [BGAO17]
[FM17] [ARM∗19]
[MEM∗19] [WWB∗19]
[MMC∗20] [MM21]
[TTKA23] [CHC∗24a]
[Cet24] [MAK24] [SZDJ24]
[YLL∗24]

Granular Materials [LD09] [AO11] [IWT13]
[YJL∗16] [YCL∗17]
[GHB∗20]

[ZB05] [SSC∗13] [DBD16]
[KGP∗16] [TGK∗17]
[GPH∗18]

[Hol14] [MMCK14]
[SWLB14] [FM17]
[HG18] [NS18] [KKHS20]
[YLL∗24]

Rigid Bodies &
Multibody Systems

[SSP07] [YCL∗17]
[GPB∗19] [PT23]

[TB20] [TB22] [LLH∗24]
[TLZ∗24]

[CDGB19] [MEM∗20]
[FLS∗21] [CLL∗22]
[LKL∗22]

[Bar94] [MC95] [ST96]
[Bar96] [AP97] [Ste00]
[Jak01] [Erl05] [MHTG05]
[Lac07b, Lac07a] [GZO10]
[MMCK14] [DCB16]
[FM17] [MEM∗19]
[PAK∗19] [WWB∗19]
[MMC∗20] [MAK24]

Co-dimensional
Structures

[MKB∗10] [ZQC∗14]
[ZLQF15]

[JGT17] [GHF∗18]
[HGG∗19] [LLH∗24]

[GHDS03] [ST07]
[BWR∗08] [CSvRV18]
[Kim20] [LKJ21] [CXY∗23]
[HB23] [SWP∗23] [WB23]
[LFFJB24]

[Jak01] [MHHR06]
[GHF∗07] [SL08]
[SLNB10] [MKC12]
[BKCW14] [MMCK14]
[USS15] [MMC16] [KS16]
[DKWB18] [ARM∗19]

Fluids & Fluid Phe-
nomena

[PW02] [MCG03] [SSP07]
[BT07] [BIT09] [SP09]
[Pri12] [SB12a] [AAT13]
[ICS∗14] [HWZ∗15]
[TDF∗15] [BK17] [PT17]
[YCL∗17] [YML∗17]
[PGBT18] [WKBB18]
[BKKW19] [CBG∗19]
[GPB∗19] [WJL∗20]
[ZRS∗20] [KBF∗21]
[LWB∗21] [WDK∗21]
[LHWW22] [XRW∗22]
[JWL∗23] [PT23] [XLYJ23]
[ZLX∗24] [YWX∗24]

[Har62] [HW∗65] [BR86]
[FM96] [Sta99] [Pes02]
[TUKF02] [CMT04] [ZB05]
[CGFO06] [KFCO06]
[CFL∗07] [MCP∗09]
[SABS14] [SSJ∗14]
[ATW15] [JSS∗15]
[RGJ∗15] [FGG∗17]
[GPH∗18] [HFG∗18]
[JGT17] [ZB17] [FLGJ19]
[GAB20] [HGMRT20]
[TB20] [CKMR∗21]
[SXH∗21] [QLDGJ22]
[TB22] [STBA24] [QLY∗23]
[LLH∗24] [TLZ∗24]

[TB20] [TB21] [TB22]
[XLYJ23]

[BLS12] [MM13]
[MMCK14] [TNF14]
[BGAO17] [XRW∗22]
[YLL∗24]

Multi-Phase, Phase
Transitions &
Porous Flow

[MKN∗04] [SSP07]
[LAD08] [SP08] [BIT09]
[LD09] [PC13] [RLY∗14]
[YCR∗15] [YJL∗16]
[PGBT18] [CLC∗20]
[GHB∗20] [WFM21]
[RXL21] [RHLC22]
[XWW∗23] [YR23]
[ZLX∗24]

[SSJ∗14] [ATW15]
[GPH∗18] [GAB20]
[CKMR∗21] [SXH∗21]
[LMLD22] [TLZ∗24]

[MMCK14]

Other Phenomena [LL10] [Pri12] [WFL∗19] [WDG∗19]
[SNZ∗21] [FCK22]
[CCL∗22]

[CSvRV18] [CNZ∗22]
[WFFJB24]

[GZO10] [Cho14]
[BCK∗22]
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Table 2: Overview of multiphysics coupling techniques. Contrary to unified models, coupling techniques produce two-way coupled simu-
lations of different materials by combining multiple simulation models or material discretizations. Duplicate cells are marked with a "+"
sign.

Rigid Bodies Granular Materials Fluids Rods & Shells

Deformable Solids [MHHR06] [HFG∗18]
[DS19] [HGG∗19]
[HGG∗19] [BKWK20]
[TB22] [LLH∗24]

[HGG∗19] [LLH∗24] [GSLF05] [CGFO06]
[BBB07] [RMSG∗08]
[RMSG∗08] [ACAT13]
[JSS∗15] [ZB17] [SLZ17]
[ANZS18] [TBFL19]
[ARNM∗20] [CCL∗22]
[TB22] [XLYJ23] [LLH∗24]

[LLH∗24]

Rigid Bodies - [AO11] [IWT13] [HFG∗18]
[DS19] [HGG∗19]
[LLH∗24]

[FM96] [Pes02] [TUKF02]
[GSLF05] [RZF05]
[KFCO06] [BBB07]
[RMSG∗08] [RMEF09]
[BTT09] [AIA∗12]
[ATW15] [FM15] [KB17]
[ANZS18] [BGI∗18]
[BGPT18] [HFG∗18]
[TBFL19] [BKWK20]
[WAK20] [LCD∗20]
[LLDL21] [TB20] [TB22]
[BWRJ23] [SZYA24]

[MHHR06] [HGG∗19]

Granular Materials + - [GPH∗18] [WFM21] [GHF∗18] [HGG∗19]
[LLH∗24]

Fluids + + - [GSLF05] [ANZS18]
[LLH∗24]
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